2 Smﬁ:g

PUBLTSHING
an imprint of the IET

[
I The Institution of
— Engineering and Technology

Electromagnetics and
Experimental Measurements of
the Skin Effect

Malcolm Stuart Raven




Electromagnetics and
Experimental
Measurements of the
Skin Effect



Other related titles:

You may also like

« PBPO203 | Zacharias | Inductive Devices in Power Electronics:
Materials, measurement, design and applications | 2024

« SBEW550 | Araneo | Advanced Time Domain Modeling for
Electrical Engineering | 2022

We also publish a wide range of books on the following topics:

Computing and Networks

Control, Robotics and Sensors
Electrical Regulations
Electromagnetics and Radar

Energy Engineering

Healthcare Technologies

History and Management of Technology
IET Codes and Guidance

Materials, Circuits and Devices

Model Forms

Nanomaterials and Nanotechnologies
Optics, Photonics and Lasers
Production, Design and Manufacturing
Security

Telecommunications

Transportation

All books are available in print via https://shop.theiet.org or as
eBooks via our Digital Library https://digital-library.theiet.org.

IET Electromagnetic Waves 578


https://shop.theiet.org/
https://digital-library.theiet.org/

Electromagnetics and
Experimental
Measurements of the
Skin Effect

Malcolm Stuart Raven

The Institution of Engineering and Technology



About the IET

This book is published by the Institution of Engineering and
Technology (The IET).

We inspire, inform and influence the global engineering
community to engineer a better world. As a diverse home across
engineering and technology, we share knowledge that helps make
better sense of the world, to accelerate innovation and solve the
global challenges that matter.

The IET is a not-for-profit organisation. The surplus we make
from our books is used to support activities and products for the
engineering community and promote the positive role of science,
engineering and technology in the world. This includes education
resources and outreach, scholarships and awards, events and
courses, publications, professional development and mentoring, and
advocacy to governments.

To discover more about the [IET, please Vvisit
https://www.theiet.org/.

About IET books

The IET publishes books across many engineering and technology
disciplines. Our authors and editors offer fresh perspectives from
universities and industry. Within our subject areas, we have several
book series steered by editorial boards made up of leading subject
experts.

We peer review each book at the proposal stage to ensure the
quality and relevance of our publications.

Get involved

If you are interested in becoming an author, editor, series advisor, or
peer reviewer please visit


https://www.theiet.org/

https://www.theiet.org/publishing/publishing-with-iet-books/ or
contact author_support@theiet.org.

Discovering our electronic content

All of our books are available online via the IET's Digital Library. Our
Digital Library is the home of technical documents, eBooks,
conference publications, real-life case studies and journal articles. To
find out more, please visit https://digital-library.theiet.org.

In collaboration with the United Nations and the International
Publishers Association, the IET is a Signatory member of the SDG
Publishers Compact. The Compact aims to accelerate progress to
achieve the Sustainable Development Goals (SDGs) by 2030.
Signatories aspire to develop sustainable practices and act as
champions of the SDGs during the Decade of Action (2020-30),
publishing books and journals that will help inform, develop, and
inspire action in that direction.

In line with our sustainable goals, our UK printing partner has
FSC accreditation, which is reducing our environmental impact to the
planet. We use a print-on-demand model to further reduce our
carbon footprint.


https://www.theiet.org/publishing/publishing-with-iet-books/
mailto:author_support@theiet.org
https://digital-library.theiet.org/

Published by SciTech Publishing an imprint of The Institution of Engineering and
Technology, London, United Kingdom

The Institution of Engineering and Technology (the “Publisher”) is registered as a Charity in
England & Wales (no. 211014) and Scotland (no. SC038698).

Copyright © The Institution of Engineering and Technology and its licensors 2026
First published 2025

All intellectual property rights (including copyright) in and to this publication are owned by
the Publisher and/or its licensors. All such rights are hereby reserved by their owners and
are protected under the Copyright, Designs and Patents Act 1988 (“CDPA”), the Berne
Convention and the Universal Copyright Convention.

With the exception of:
(i) any use of the publication solely to the extent as permitted under:

a. the CDPA (including fair dealing for the purposes of research, private study,
criticism or review); or

b. the terms of a licence granted by the Copyright Licensing Agency (“CLA”) (only
applicable where the publication is represented by the CLA); and/or

(ii) any use of those parts of the publication which are identified within this publication as
being reproduced by the Publisher under a Creative Commons licence, Open
Government Licence or other open source licence (if any) in accordance with the terms
of such licence, no part of this publication, including any article, illustration, trade mark or
other content whatsoever, may be used, reproduced, stored in a retrieval system,
distributed or transmitted in any form or by any means (including electronically) without
the prior permission in writing of the Publisher and/or its licensors (as applicable).

The commission of any unauthorised activity may give rise to civil or criminal liability.

Please Vvisit https://digital-library.theiet.org/copyrights-and-permissions for information
regarding seeking permission to reuse material from this and/or other publications published
by the Publisher. Enquiries relating to the use, including any distribution, of this publication
(or any part thereof) should be sent to the Publisher at the address below:

The Institution of Engineering and Technology
Futures Place,
Kings Way, Stevenage,


https://digital-library.theiet.org/copyrights-and-permissions

Herts, SG1 2UA,
United Kingdom

www.theiet.org

Whilst the Publisher and/or its licensors believe that the information and guidance given in
this publication is correct, an individual must rely upon their own skill and judgement when
performing any action or omitting to perform any action as a result of any statement, opinion
or view expressed in the publication and neither the Publisher nor its licensors assume and
hereby expressly disclaim any and all liability to anyone for any loss or damage caused by
any action or omission of an action made in reliance on the publication and/or any error or
omission in the publication, whether or not such an error or omission is the result of
negligence or any other cause. Without limiting or otherwise affecting the generality of this
statement and the disclaimer, whilst all URLs cited in the publication are correct at the time
of press, the Publisher has no responsibility for the persistence or accuracy of URLs for
external or third-party internet websites and does not guarantee that any content on such
websites is, or will remain, accurate or appropriate.

Whilst every reasonable effort has been undertaken by the Publisher and its licensors to
acknowledge copyright on material reproduced, if there has been an oversight, please
contact the Publisher and we will endeavour to correct this upon a reprint.

Trade mark notice: Product or corporate names referred to within this publication may be
trade marks or registered trade marks and are used only for identification and explanation
without intent to infringe.

Where an author and/or contributor is identified in this publication by name, such author
and/or contributor asserts their moral right under the CPDA to be identified as the author
and/or contributor of this work.

British Library Cataloguing in Publication Data
A catalogue record for this product is available from the British Library

ISBN 978-1-83724-530-7 (hardback)
ISBN 978-1-83724-531-4 (PDF)

ISBN 978-1-83724-976-3 (EPUB3)
Typeset in India by MPS Limited

Printed in the UK by CPI Group (UK) Ltd

Cover image credit: Yuichiro Chino/Moment via Getty Images


http://www.theiet.org/

Contents

Preface
About the author

1 Maxwell's general equations of electromagnetic disturbances
1.1 Introduction
1.2 Basics of the transient transmission of electrical energy
1.2.1 Electromagnetic disturbances-frequency and time domains
1.3 Theory of the propagation of electromagnetic disturbances —
Maxwell's approach
1.3.1 Conductors
1.3.2 Non-conductors
1.4 Electromagnetic waves and light
1.5 Energy in electromagnetic waves — radiation pressure
1.5.1 Maxwell on the pressure of sunlight
1.5.2 Radiation pressure and wave-particle duality
1.6 Alternative derivation — the Lorentz condition (gauge)
1.6.1 Non-conductors
1.6.2 Conductors
1.6.3 Solution using Bessel functions
1.7 Final equations for the time dependent electromagnetic field
1.8 Summary and discussion
1.9 Appendix
1.9.1 Proof of (1.3)
1.9.2 Proof of (1.5)
1.9.3 Proof of the SI equation (1.5)
1.9.4 Alternative derivation of (1.29)



1.9.5 The continuity equation
1.9.6 Proof that the Lorenz condition leads to the continuity equation
1.9.7 Proof of (1.37)

1.10 Table of Euler Fraktur fonts

2 Solution of Maxwell's equations in loss free and lossy media
2.1 Introduction
2.2 Solution of Maxwell's equations in free space
2.3 Wave Motion in free space
2.3.1 Travelling waves
2.3.2 Sinusoidal and non-sinusoidal waves
2.3.3 Relationship between E and H fields — TEM waves
2.3.4 Plane wave with two components
2.3.5 Free space propagation constants
2.4 Solution of Maxwell's equations-lossy medium
2.4.1 Phase velocity
2.4.2 Refractive index
2.4.3 Debye equations
2.4.4 TEM waves
2.4.5 Magnetic and electric fields
2.4.6 Impedance
2.4.7 Summary
2.4.8 Dielectric with loss
2.4.9 Conductor with loss
2.4.10 Surface resistivity
2.5 Dissipation factor
2.6 Quasi-static conditions
2.6.1 Equivalent circuit approximations-lossy conductor and
superconductor
2.6.2 Impedance
2.6.3 Complex p and &
2.6.4 Mutual coupling effect
2.6.5 Normal state with complex ¢ and &
2.7 Proof of equation (2.128)

3 Power dissipation and Poynting's theorem
3.1 Steady state dc power dissipation



3.2 Power dissipation in the time and frequency domain
3.2.1 Time domain
3.2.2 Frequency domain
3.2.3 Instantaneous power
3.3 Power Flow-Poynting's theorem
3.3.1 Poynting's theorem — alternative derivation
3.3.2 Superconductivity
3.3.3 Complex Poynting vector
3.3.4 Relaxation dependence
3.4 Impedance
3.5 Complex voltage and current
3.5.1 Alternative analysis
3.5.2 Impedance
3.6 Power dissipation in an LCR circuit

4 The Skin Effect — introduction
4.1 Introduction
4.2 Skin Effect — a brief history
4.3 General description of the Skin Effect
4.4 Conducting half-space
4.5 Approximate methods
4.5.1 Cylindrical wire
4.5.2 Rectangular conductor
4.5.3 Tubular conductor
4.6 Methods of reducing Skin Effect

5 Cylindrical conductor — axial alternating current
5.1 Introduction
5.2 The electric and magnetic fields from Maxwell's equations
5.2.1 Electric field
5.2.2 Magnetic field
5.3 Sine waves
5.4 The current density
5.4.1 Sine waves
5.4.2 Average current density
5.4.3 Kelvin equations
5.5 Axial impedance



5.5.1 Internal impedance term

5.5.2 Average axial impedance

5.5.3 Axial impedance and Kelvin functions
5.6 Appendix

5.6.1 Induced magnetic field

5.6.2 Alternative expression for By

5.6.3 External magnetic field
5.7 Magnetic field alternative solution
5.8 Graphical results for cylindrical conductors
5.8.1 Current density
5.8.2 Surface current density
5.8.3 Impedance of conductor
5.8.4 Power dissipation
5.8.5 Magnetic flux density
5.8.6 MATLAB® programmes

6 Power dissipation in a cylindrical conductor
6.1 Introduction
6.1.1 Power from Poynting theory
6.1.2 Power from impedance

7 Inductance and resistance of cylindrical conductors — analysis and
experimental measurements
7.1 Introduction
7.2 Inductance
7.2.1 Steady state (dc) calculations of self-inductance
7.2.2 Internal inductance-energy method
7.3 Sinusoidal fields
7.3.1 Internal magnetic field
7.3.2 Internal energy and inductance
7.4 Current amplitude
7.4.1 Low-frequency approximation
7.5 Ohmic loss and a.c. resistance
7.6 Frequency response of internal inductance and resistance
7.6.1 Low-frequency approximation
7.6.2 High-frequency approximation
7.7 Experimental measurements



7.8 Discussion and summary
7.9 Appendix
7.9.1 Internal inductance from the internal magnetic flux

8 Cylindrical conductors — axial AC magnetic field
8.1 Introduction
8.2 Magnetic field penetration
8.2.1 Flux density complex components
8.3 The average permeability
8.3.1 Complex permeability
8.3.2 Normal and superconducting cylinders
8.3.3 Approximations
8.3.4 Current density and electric field
8.3.5 Current density Kelvin functions
8.4 Total current
8.5 Induced voltage
8.5.1 Induced voltage from the electric field

9 Cylindrical conductors in axial magnetic fields — impedance
9.1 Impedance from V/I
9.1.1 Low-frequency approximations
9.2 Wave impedance
9.2.1 Average wave impedance
9.2.2 Average impedance and permeability
9.2.3 Power dissipation
9.3 Conducting-superconducting mixed state
9.3.1 Impedance from E/H
9.3.2 Superconductor with mutual coupling
9.4 Theoretical results
9.5 Experimental results
9.5.1 Resistivity measurements
9.5.2 Susceptibility measurements

10 Hollow cylindrical conductors
10.1 Introduction
10.2 Cu tube resistivity, density and — axial dc measurements



10.2.1 Measurement of sample volume by water displacement —
Archimedes principle [99]
10.3 Inductance of a hollow tube and solid cylindrical conductor

11 Hollow cylindrical conductor — axial AC: experimental
measurements
11.1 Introduction
11.2 Tube impedance theory
11.3 Experimental results

12 Hollow cylindrical conductor — impedance analysis
12.1 Current density
12.1.1 Sine waves
12.1.2 Wave impedance
12.2 Current amplitude
12.3 Internal impedance
12.4 Average current density
12.5 Average internal impedance
12.6 The average magnetic field and permeability
12.7 Field transmission and screening factor
12.8 Admittance analysis

13 Hollow cylindrical conductor — axial B
13.1 Introduction
13.2 Magnetic field analysis
13.3 Current density
13.3.1 Impedance
13.4 The average magnetic field and permeability
13.5 Azimuthal impedance
13.6 Power dissipation

14 Magnetic field penetration into a copper tube: experimental
measurements
14.1 Introduction
14.2 Magnetic field coil details
14.2.1 Coil temperature
14.2.2 DC Test of Coil 2 and Hall sensor
14.2.3 AC test of coil 2 and Hall sensor: no copper tube



14.2.4 Inductor magnetic field sensor

14.2.5 Axial sinusoidal B field applied to copper tube T4
14.3 Field transmission and screening factor
14.4 Field errors
14.5 MATLAB® program for transmission coefficient, 7'

15 Impedance measurement techniques
15.1 Introduction
15.2 Recent developments
15.3 GPM technique
15.3.1 Measurement system and procedures
15.3.2 Equivalent circuit
15.3.3 De-embedding

Appendix
A.1 Bessel's modified equation
A.1.1 Kelvin functions
A.2 Properties of Bessel functions
A.3 Power integral

Bibliography

Index



Preface

Although there 1s a very large literature on theoretical electromagnetism,
there is much less on experimental measurements, particularly for the skin
effect at low frequencies. The author has found that of several recent papers
he has written in this field, the one which received the most attention
concerned experimental measurements of the skin effect at low frequencies
[1,7]. For this reason, this monograph emphasizes the experimental
measurements and results obtained for the skin effect, particularly at low
frequencies. For a review of the subject, the article
https://en.wikipedia.org/wiki/Skin effect in Wikipedia 1s suggested. [2].
Presumably, in the case of Al, it must employ someone, perhaps like
CERN, to conduct the experiments necessary to validate its conclusions.

However, to begin with, we need to establish the theoretical background
necessary to understand the results obtained from measurements. The book
therefore begins with an introductory Chapter 1 on the derivation of the
equations of time-dependent electromagnetic disturbances, in which we
compare James Clerk Maxwell's original approach [3] with the present-day
approach. The remaining chapters mainly concern the solution of Maxwell's
equations in the frequency domain.

The importance of Maxwell's discoveries has been widely recognized.
The following quote from the introductory chapter may serve to encourage
the reader. As Roger Penrose points out, “Maxwell's equations were the first
of the relativistic equations” and “the theory of electromagnetism plays an
important part in quantum theory, providing the archetypical field of
quantum field theory” [4]. Also, Albert Einstein, stressed “The Special
Theory of relativity has crystallized out from the Maxwell-Lorentz theory
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of electromagnetic phenomena”, “which in no way opposes the theory of
relativity” [5].

The book does not necessarily assume that the reader has a detailed
knowledge of electromagnetism. It may therefore also be of interest to those
involved in other disciplines where electromagnetism is not a major subject
but includes fairly advanced mathematics at a level, say, of Arfken [6].
Other disciplines include geophysics, mechanical engineering, and mining
engineering, where electromagnetic techniques are widely employed.
Although there are other textbooks and papers directed towards this goal,
the approach employed here follows Maxwell's original analysis [3], which
is not usually the case. This approach also does not require a detailed
knowledge of electrical engineering, but it does lead to the fundamental
equations of electromagnetism; the diffusion equations in conductors and
the wave equations in non-conductors, leading to the electromagnetic
theory of light and the pressure exerted by electromagnetic radiation.

Chapter 2 introduces Maxwell's four vector equations (all based on
experimental measurements) with solutions, initially for free space, leading
to the wave equations for electric and magnetic fields, travelling waves, and
the relationship between the electric and magnetic fields, plane waves with
two components, and the constants of propagation for free space. This is
followed by a section on the solutions of Maxwell's equations for lossy
materials. This again leads to wave equations but with additional diffusion
terms - the Helmholtz Wave Equations or Equations of Telegraphy, details
of the propagation constants in lossy materials, complex refractive index,
optical constants, Debye equations, dissipation factor, and circuit
parameters.

Chapter 3 concerns steady state and time-dependent power dissipation,
including power dissipation in circuits, power dissipation in the time and
frequency domain, power factor, instantaneous power, oscillatory power
(important in inductive circuits), power flow, poynting theorem,
superconductivity, complex poynting theorem, relaxation effect, impedance,
dissipation in circuits. This chapter and Chapter 2 also briefly discuss
superconductors.

Chapter 4 is an Introductory chapter to the skin effect, including
approximate methods of analysis for various conductor geometries. It
begins with a general explanation about the decrease of the electromagnetic
fields with depth as the frequency increases, the use of high conductivity



films on conductors, hollow conductors at low frequencies, and high
permeability materials. This chapter also includes a brief history of the skin
effect, which was very important to the pioneers of radio communications.
In recent times, the large development of wind turbines and the extension of
the electrical transmission lines to the many remote sites have led to
increased energy losses due to the low-frequency skin effect.

This 1s followed by chapters covering more detailed theory and
experimental measurements of the skin effect in solid and hollow
cylindrical tube conductors. Copper or aluminium tube busbars are used in
electricity substations and have many advantages over solid copper busbars.
These busbars must withstand very high current and voltage switching
transients. The final chapter describes methods of measuring the skin effect
over a wide range of frequencies. In addition to the dedicated techniques
used to measure L, C, and R, a Gain Phase-Meter (GPM) technique was
also employed here to measure the amplitude and phase to determine the
impedance as a function of frequency. This was particularly useful for the
low-frequency skin effect, where the resistance may be less than a
milliohm.

The book finishes with an Appendix containing Bessel's modified
equation, Kelvin functions, properties of Bessel functions, power integral
and orthogonality, and finally, a reference section and index.



Copper tube theoretical impedance and internal inductance.
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Figure P.1 Frequency dependance of theoretical impedance and
inductance for a hollow copper tube showing skin
effect. In this example the tube length was 3.04 m with
inner radius 4.3 mm and outer radius 5 mm. See
Chapter 11, (11.1) for further details.
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Figure P.2: Iron wire, diameter 2 mm, formed into a rectangular

loop with mean gap width 18 mm, length 19.2 cm and
current I = 0.6 Arms. Measurements performed using
a Gain Phase-Meter (GPM) method [36] with function
generator HP3325A4 and low- frequency power
amplifier for frequency range 10 Hz to 1 kHz and high-
frequency power amplifier for 1 kHz to 1 MHz.
Internal inductance (L;), resistance (R) and reactance

(X;). See pp. 101 and 117.
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Chapter 1
Maxwell's general equations of electromagnetic disturbances

The theory of the propagation of electromagnetic disturbances in the time domain provides the fundamental
explanation of how electrical energy is transmitted both for the steady state dc case and steady state sinusoidal
transmission. This is not only applicable to modern communication systems in electronic engineering and
physics but also in other disciplines including geophysics and mechanical engineering. In this chapter we firstly
review the basic theory based on Maxwell's equations and then apply it to examples including diffusion in
conductors and ferromagnetic conductors.

1.1 Introduction

This chapter concerns the derivation and equations of time dependent electromagnetic disturbances in which we
compare James Clerk Maxwell's original approach with the present day approach. In the following chapters we
consider Maxwell's equations reduced to the well known four vector calculus equations first determined by
Oliver Heaviside in 1884 and recently reviewed by D.P. Hampshire [8].

However, the chapter does not necessarily assume that the reader has a detailed knowledge of
electromagnetism. It serves to introduce important topics and equations in electromagnetism. It may therefore be
of interest to those involved in other disciplines where electromagnetism is not their major subject. This may
include disciplines, such as geophysics, mechanical and mining engineering. Although there are other textbooks
and papers directed towards this goal, the approach employed here follows Maxwell's original analysis
[3,17,21], which is not usually the case. Physicists and electrical engineers may also find the vector potential
method employed by Maxwell of interest. Using this approach in his theory of light, he revealed the
fundamental wave equations and diffusion equations of electromagnetism.

The importance of Maxwell's discoveries has been widely recognized. As Roger Penrose points out,
‘Maxwell's equations were the first of the relativistic equations’ and ‘the theory of electromagnetism plays an
important part in quantum theory, providing the archetypical field of quantum field theory’, [4]. Also, as Albert
Einstein stressed, ‘The Special Theory of relativity has crystallized out from the Maxwell-Lorentz theory of
electromagnetic phenomena’, ‘which in no way opposes the theory of relativity.” [5].

We initially review Maxwell's Chapter 20 in Maxwell's Treatise on Electricity and Magnetism [3,17,21].
Although this chapter is entitled Electromagnetic Theory of Light, Maxwell first derived the general equations
for an electromagnetic disturbance through any uniform medium at rest. For the case of non-conductors,
Maxwell produced the wave equations, calculated the speed of light, which led to the understanding that light
arises from electromagnetic waves. In addition, he calculated the pressure and momentum of light, which led to
the present notion of photons and wave mechanics. For conductors, the solutions lead to diffusion equations, the
penetration of electromagnetic waves, and the important topic of the Skin Effect. These have applications in
many areas of science and engineering.

This is followed by the alternative analysis, which uses the Lorenz gauge to derive the wave equations and
diffusion equation with sources. This leads to the calculation of the impedance of a conductor in the time domain
in terms of vector potentials.



1.2 Basics of the transient transmission of electrical energy

Lightning is a large electrical transient that involves the rapid discharge of clouds to the earth (ground) or
between clouds. The cloud (Cumulonimbus) is initially charged by a complex process of molecular friction.
Eventually, the cloud's electrical potential to ground reaches the breakdown strength of the surrounding air
(about 30 kV/cm), and the cloud discharges its electricity to ground with a bang (thunder). Although the details
of the complete process are very complex, involving most of the known Physics and maybe more, lightning
provides a dramatic example of transient electrical phenomena [9].

Initially, it is worth considering a simpler case of how an electrical disturbance travels along conducting
wires when power is switched on to a load such as a light bulb. The bulb appears to light immediately when the
switch is turned on, even though it may be some distance from the power source. But the drift velocity of
electrons for 1 amp through, say, a section Imm x Imm of copper wire is only about 26 cm/hr or 2.6 m per 10
hours — the pace of a very tired snail. It would take a day or more for the light to come on! Hence this cannot be
the only explanation since we know that the current can easily be measured flowing through the bulb or
anywhere along the wire the instant that the light is switched on. One explanation of how the current can travel
much faster than the drift current is that the electrons in the conductor only move about a mean position as the
wave passes, rather like the ‘Mexican Wave’ at a football match where fans raise their arms in succession and a
wave of arms travels around the stadium [10,11].

The full theoretical explanation turns out to be quite complex, involving the coupling of the electric and
magnetic fields in the conductor and in the surrounding space. The EM field and displacement current outside
the wire travel at nearly the speed of light, leading to radiation of the £ and H fields. This is commonly detected
by radios when the light is switched on or lightning strikes.

In the theory based on Maxwell's equations, only macroscopic effects are considered, where the electric and
magnetic fields are averaged over a microscopic region [12] or averaged over quantum properties. In this case,
the nearly instant effect is explained as due to an electromagnetic wave producing the displacement current in
the insulation outside the conductors, and the wave travels at nearly the speed of light to the load driving current
through the bulb. The current that penetrates the conductors, however, obeys a diffusion equation. If the wave is
sinusoidal or pulsed, the current may not have had time to penetrate to the centre of the conductor before the
wave reverses or the pulse falls. This leads to the notion of the Skin Effect, which concerns the finite depth of
penetration of time-dependent currents into a conductor. For copper at 50 Hz, the calculated skin depth 6=9.28
mm and the phase velocity #=2.9 m/s. At 1 MHz §=65.6 um and u=412 m/s. Although this is much less than the
speed of light, the current only has to diffuse to half the diameter of the conductor rather than the full length of
the cable [13].

1.2.1 Electromagnetic disturbances-frequency and time domains

The topic of electromagnetic disturbances is mostly considered from two general perspectives: disturbances as a
function of frequency (frequency domain electromagnetics) and disturbances as a function of time (time domain
electromagnetics). A large proportion of the literature on this subject considers the frequency domain. This is
mainly because the history of the subject is dominated by electromagnetic communications in the frequency
domain. This is also convenient for the mathematical analysis since it leads to simpler equations with analytical
solutions. However, the theory of disturbances in the time domain provides the fundamental explanation of how
electrical energy is transmitted both for the steady-state dc case and steady-state sinusoidal transmission.

In addition, disturbances in the time domain are of great technological importance because of the rapid
development in digital electronics and digital communications. This aspect of transient electromagnetics
includes natural phenomena such as lightning and applications in geophysics to gain information on the
electrical resistivity of subsurfaces [14]. There are also many common examples of transient behaviour such as
that which occurs when switching lights on or off, and in dc systems such as switching on vehicles, transient
arcing in railway systems [15] or any electrical appliance.

Generally, the theory is approached in two ways: (1) EM field theory that solves Maxwell's equations under
particular boundary conditions. (2) Transmission line theory that considers the conductors as elements of
inductance, capacitance and resistance. The first method essentially considers the physics of the problem and is
more suitable for complex boundary conditions and numerical analysis. The second method has the advantage
that it can be taught as an extension of circuit theory and is widely used in electrical engineering courses. In the



case of circuits with only linear inductance, capacitance and resistance, a second-order linear differential
equation can be established and the circuit solved analytically using an integrating factor or by using Laplace
Transforms. If it is necessary to take into account frequency dependence of the inductance, capacitance,
resistance or skin effect in the conductors, then the problem becomes more challenging, and numerical methods
are frequently used [108,109].

1.3 Theory of the propagation of electromagnetic disturbances — Maxwell's
approach

In Maxwell's analysis vector symbols are represented by Euler Fraktur fonts [16] (see Appendix section 1.10) —
mainly because as he said ‘the number of different vectors being so great that Hamilton's favourite symbols
would have been exhausted at once’ (Art. 618).* Although these look rather elegant compared to present-day
fonts, they make appreciating the equations rather difficult. I have therefore presented the equivalent equations
in SI form alongside Maxwell's equations.

As mentioned, the theory assumes that the electric and magnetic fields are averaged over a microscopic
region of the medium [12]. The total current flowing through the medium at rest due to an electromagnetic
disturbance is given by the sum of the conduction current and the displacement current.

e 1.0 DT 9 (1.1)
Maxwell : ¢<C+EKE>€’ SI: J(a+sE>E

total current density € and J, specific conductivity C and ¢, inductive capacity K and permittivity & = g,¢-,

electric field € and E. The notion of an additional current due to the time dependent fields, the displacement
current was a significant contribution which allowed Maxwell to develop his theory of light, Maxwell (Art.
610),[18,19].

If the conductor is moving we need to add a third electric field due to the conductor moving through the
magnetic field which is £, =u x B.

c—oxB-vo- 2 E_uxB_ve_ 22 (1.2)
ot ot
where u = ® is the velocity of the conductor ¥ is a scalar electric potential and U and A4 are vector potentials
defined by B =V x A. Thus, the total electric field in the time domain is the sum of the motional electric field,
the gradient of the electric potential and the time variation of the magnetic vector potential, [3] Art. 599.
If there is no motion in the medium the electromotive intensity is

B o B 0A (1.3)
This equation for the electric field is very important, and a proof is given in Section 9.1. Substituting this
into (1.1) gives

1 0 ou 0 O0A (1.4)
c=—(C+ —K— v+ — ), IJ=— — VAt —
( T 8t><v +8t)’ (0+86t><v + 6t>
But Maxwell uses a relation for the current density given in Art. 616
4 € = V32U + VI, pJ = -V?’A +VV.(A) (1.5)

where 1 = u/(4r) and 1 = ugp,- The proof of (1.5) is given in Section 9.3. Note that Maxwell used a negative

Laplacian (—V?) in determining (1.5), which gives rise to a positive value for V?Ul. We have used the
conventional positive value which gives a negative value for V?A in (1.5). Maxwell defined /), as



__ OF G O0H
Ju =2+ 58 4 A (1.6)

_ 04A; 04, 0A. _
or JM— oz +8_y+ 02 =V.A

where F, G, H and 4,, Ay, A, are the vector potential components in the x, y and z directions, respectively. In

this equation we have given Maxwell's ‘J” a suffix M to distinguish it from the SI unit for current density J.
Combining (1.4) and (1.5) gives

p1 (4rC + K2 (& + V&) + V24U + VJy=0, (1.7)
po+ed) (& +VP) — VA 4+ V(V.A)=0

Expanding this equation yields three equations
p (470 + K35) (G + 57) + V2F + G20 (1.8)
w (4nC + K p) (52 + 5 ) + V20 + He=0
py (4rC + K2) (%2 + 22) + V2H + %:0

These are Maxwell's ‘general equations of electromagnetic disturbances’, which he then differentiated with
respect to x, y and z and summed to obtain, after some work,

m (4nC + K) (% — v2) =0 (1.9)
u(o+edy) (B5 + v2e) =0
Then

<0+62>V. [%—‘:‘ +v¢] —0 (1.10)

Substituting £ from (1.3) gives

<a+e%)v.(—E)—o (1.11)
Using Maxwell's first equation
0 _ (1.12)
(e ) rufer=0
Hence
Opy, | opy (1.13)
5 & =0

which is the continuity equation for an open surface.

1.3.1 Conductors

If the medium is a conductor with very small displacement current compared with the conduction current then
Maxwell in Art. 783 put V¥ =V Jj4=0 so that (1.8) becomes

p14nCEL + V24=0, (1.14)
V2A — pod =0



These are source free homogeneous diffusion equations with known solutions [3,20,23].

1.3.2 Non-conductors

Maxwell argued that for ‘a non-conductor, C=0 and V>¥ which is proportional to the volume density of free
electricity, is independent of t. Hence J g must be a linear function of t or a constant or zero’. Hence for periodic

disturbances Jjs and ¥ were set to zero. Equation (1.8), then becomes

V2F + u K2 =0 (1.15)
V2G + ulK‘(’;g =0
V2H + K 22 =0

The condition in which Jys or V. A=0 is referred to as the Coulomb gauge [22]. An alternative analysis that

uses the Lorenz gauge is given in a following section.

Equation (1.10) is a source-free homogeneous wave equation for the vector potential components F, G and H
in the x, y and z directions, respectively. The positive sign arises because Maxwell used —V2. Maxwell then
proceeded to show that the velocity of the waves was close to the measured velocity of light suggestings that
light was an electromagnetic disturbance. Equation (1.16) gives the same equations in SI form where 4, Ay and

A, are the components of the vector potential A

2 A,
V24, — pe =0 (1.16)
9%4,
V?A, — pe—z+=0

2Az
V324, — '“5367:0

1.4 Electromagnetic waves and light

The equation which represents a periodic wave travelling in the + z-direction is given by

o*f d*f 1.17
) g Y

where f'is the amplitude and u the velocity of a fixed point on the wave, that is, the phase velocity. Comparing
(1.17) with (1.16), then these equations represent periodic waves travelling at a phase velocity

1 (1.18)

Ho€o

Uy =

In terms of the classical dielectric and magnetic constants where u1=1 then v=1/+/ K or using electrostatic units

K=1, v=1/./n, Maxwell found that u,, was close to the value ¢ of the velocity of light measured at that time'.
Subsequent measurements have confirmed the theory that light consists of electromagnetic waves. This theory
was first given by Maxwell in 1865 [24]. Presently, the speed of light in vacuo is defined in SI units as
¢=2.99792458 x 103ms~! [25].

Based on the classical electrical measurements Art. 787 and [26], (1.18), the average value of 12 calculations
of the velocity is 7.=2.96315 in units of 10%ms™!. The average value of 6 directly measured light velocities was
U, =2.998238. These figures are summarized in Table 1.1. The results of Rosa and Newcombe are the
individual values closest to the present-day velocity of light.



Table 1.1 Average and individual determinations of the velocity of light from classical electrical

measurements and classical direct measurements (in units of 1 0% ms™! ), Art. 787 [26].
Figures in brackets are percentage differences relative to the present value of 2.997924

[25].
Electrical v, Direct v,
2.96315 2.998238
(-1.16) (0.01046)
Rosa Newcombe
2.9993 2.99766
(0.0488) (—0.000827)

1.5 Energy in electromagnetic waves — radiation pressure

In his theory of light, Maxwell also showed that the energy in electromagnetic radiation produced a stress, which
led to his calculation of the pressure of sunlight [3] Art. 792. J.H. Poynting investigated this in detail a few years
later. Although Poynting is well known for his theory of power flow in electromagnetic fields and the Poynting
Vector [57], he also published a number of papers on the pressure due to electromagnetic radiation. The first of
these was published in 1903 [29]. A comprehensive review of these papers has been given recently [30].

The pressure of electromagnetic radiation continues to be of significant interest because it implies that
electromagnetic waves have momentum. This supports quantum theory, which explains that radiation has
particle-like properties — photons. Radiation pressure is also of interest in astronomy since it helps explain why
the tail of comets is deflected away from the sun. Also, in the design of satellites and other spacecraft, the effect
of the sun's radiation pressure has to be taken into account.

1.5.1 Maxwell on the pressure of sunlight

Maxwell in Art. 792 gives ‘the electrostatic energy per unit volume at any point of the wave in a non-conducting
medium as’

K (dF\? L eE2 I (1.19)
wWg = 8_7'('(%) ft.lb. ft™°, <wg>= 4 Jm
1 (dF\* pH? 1.20
wy = —— | — ) ft.lb. ft73, < wy >= —L Jm~3 (1.20)
8mu \ dt 4

where the first equations, in (1.19) and (1.20) are from Maxwell, Art. 792 given in British units and the second
equations are time averaged energy densities in SI units. Fis the vector potential (4y), Ex] and H),| are the wave

amplitudes. For plane waves in free space Maxwell gives (Art. 790)

d’F d*F (1.21)
- = Kpu—— .
dz M ae

Hence the ratio wg/wps=1. For the SI case and free space with characteristic impedance Z the ratio of these
energies is

<wg> ¢ E} 1.22

<wpy > 1 b}
The two energies are therefore ‘equal for a single wave, that is, at every point on the wave the intrinsic energy of
the medium is half electrostatic and half electrokinetic’. Maxwell then obtained the pressure in the waves by



considering the tensions and pressure in the electrostatic and electrokinetic fields which he had earlier analyzed
in great detail including Art. 107 and Art. 643. The following quotation from Art. 792 essentially provides in
words a summary of this analysis.

Let p be the value of either wg or w), then for the electrostatic state of the medium, there is a tension p in

direction parallel to x, combined with a pressure p in direction parallel to x and z. For the electrokinetic state
of the medium, there is a tension p in direction parallel to y, combined with a pressure p in direction parallel
to x and z. The combined effect of the electrostatic and electrokinetic stresses is a pressure equal to 2p in the
direction of propagation of the waves. Now 2p also expresses the whole energy in units of volume. Hence, in
a medium in which waves are propagated, there is a pressure in the direction normal to the waves and
numerically equal to the energy in units of volume.

For strong sunlight falling on one square foot, Maxwell used a value of 83.4 ft.Ib.s"'ft2 or 1.217 kWm™.
This value is close to 1.228 kWm™ as measured by Pouillet [31].
The work done per second, that is, energy dissipated per second is

dW /dt = Fdr/dt = Fv (1.23)
where the force F or rate of change of momentum is in the same direction as the velocity v. The pressure is then

F _ dmw) 1 dW (1.24)

P=A~ "4dt ~ Av dt

Maxwell determined the velocity of light from the ratio of electric units (Art's 784, 787 v=1/ m ) giving
v=2.88 x 108ms™! or 9.446 x 108 ft.s™!. Using his value of sunlight energy above gives the average pressure
p=83.4/(9.446 x 10%)=8.83 x 1078 Ib.f. Converting this to SI units gives p=4.227 x 107® Nm™. The maximum
pressure is 2p=8.45 x 107 Nm™.

This compares with the present average pressure calculated using a value for the solar radiation (Solar
Constant) of value 1.361kWm 2 [32,33], which gives p=1361/(3 x 10%)=4.537 x 10® Nm™ or maximum
pressure 2p=9.073 x 107 Nm™. These results are summarized in Table 1.2. For convenience Table 1.3 lists the
units used by Maxwell with equivalent SI units.

Table 1.2 Sunlight radiation pressure: Comparison of Maxwell's calculation [3,17,21] with present

day results [33]
Refs. Incident energy kWm™ Speed of light ¢ 108 ms™! Maximum pressure 10 Nm™
Maxwell  1.217 2.88 8.45
Present 1.361 3 9.07

Table 1.3 British (fps) units used by Maxwell compared with SI and cgs units

British (fps) SI cgs
Force 1 Ibf 4448 N 4.448 x10° dynes
Pressure 1 Ibf ft.-2 47.88 Nm™ 478.8 dynes cm™

1.5.2 Radiation pressure and wave-particle duality

The pressure of electromagnetic radiation continues to be of significant interest because it implies that
electromagnetic waves have momentum. This supports quantum theory which explains that radiation has
particle-like properties — photons. In a simplified view of the duality between particles and waves, the pressure
or force applied to a particle mass m is, by Newton's first law, the rate of change of the particle's momentum
(1.24). Thus, electromagnetic radiation may be described in terms of energy per second (wave) or change in



momentum (particle) [4,99]. Recently, experiments have been carried out which demonstrate the equivalence of

wave-particle duality with entropic uncertainty relations of quantum mechanics [113].

The subject of quantum optics has recently been reviewed by Barnett [114]. This article is part of a theme

The quantum theory of light published in the same journal.

1.6 Alternative derivation — the Lorentz condition (gauge)

As an alternative approach relating the time dependent current density J(7) to the time dependent magnetic field

H(?) from Ampere's law or Maxwell's equation
J(t) =V xH(t)=(1/pu)V x B(t)
=(1/u)V x V x A=(1/p)[V(V.A) — V2A]

The time dependent current density which includes the displacement current is given by (1.4)

0= (el (2 o)

ovv 0A 9’A
J(t)-—(aV!P—}—c‘—at +0W+5—6t2 )

which expands to

Equating with (1.26) gives

aVE  OA  9?A) ,

This is the same as (1.7) after expanding the terms in brackets. Re-writing (1.29)

ovy 0A %A

gy Y ikl _ 2
—oVU — e =0+ e + (1/n)[V(V. A) - V°A]
Dividing by ¢
4 A 2A
v — (5/0’)% _ 6:97 + (e/a)%7 4 (1/uo)[V(V. A) — V2A]

Applying the Lorenz condition [34]

ov
A= —ep—
v Nalr”
ovy
V(V.A) = —¢ep th
Substituting (1.33) into (1.31) gives
[AVAZNY 0’A ovy 5
—V¥ — (5/0)7 =2 T (6/0’)W +(1/po) | —ep pra V*A
0’A  OA
~VV¥ = (/o) 4+ — — (1/uo) VA

ot? ot

(1.25)
(1.26)

(1.27)

(1.28)

(1.29)

(1.30)

(1.31)

(1.32)

(1.33)

(1.34)

(1.35)



Thus since — V ¥'= V,rthen the general equation for the em/f'in the time domain is

0’°A  OA 9 (1.36)
Vems = (E/U)W + o — (L/uo)V'A
For cylindrical co-ordinates this becomes
9’A  OA %A 0A (1.37)
Vems = —(1 = — o
1=~ /mo) |G e THEaE Ry
Multiplying (1.35) by o gives
0%A A 5 (1.38)
—oV¥ =¢ e +0W - (1/p) VA
Re-arranging (1.35) we obtain
OA 9’A 2 (1.39)
—VV¥ — vl (e/o) Yo (1/po)V:A =E
That is
0’A (1.40)
2
VA HE gy = —puoE = —uJ
A similar equation may be obtained for the scalar potential ¥. From (1.3) and Maxwell's equation V. E = p,/
€
OV. A
V.E=— T V.(V®) = p,/e (1.41)

Applying the Lorenz condition (1.32) gives

2w p (1.42)
v pe ot? €

Equations (1.40) and (1.42) are inhomogeneous wave equations for vector and scalar potentials respectfully.
Their solutions are discussed in detail elsewhere [22,43].

1.6.1 Non-conductors
For materials with very high resistivity and conductivity close to zero, that is, o = 0 then (1.40) becomes

0’A (1.43)
2 .
V-A — ,us—at2 =0

which is a homogeneous wave equation agreeing with Maxwell, (1.16).

1.6.2 Conductors

For materials with very high conductivity and negligible displacement current, then (¢/o) = 0. In copper for
example (¢/¢) = 1072%, Then from (1.39) or (1.40)

VA = —puoE = —pJ (1.44)

Equation (1.39) also gives



0A
V¥ — — = _(1/NU)V2A (145)
ot
This may also be re-written in terms of the emf since Vey,r=—V ¥. Hence,
Vi =~V = 2%~ (1/uo)V?A (1.46)

These equations are used in the time domain analysis of conductors [82]. The impedance of the conductor in the
time domain is

Vemt _ Vems ) / ) (i — pV2A] (1.47)
Z= = = —(1/po)VZA - (1 VIAdS = —— ' —————
I = Joads e Wk [ [ V2AdS
Substituting for (1.44) leads to
B el g 0A /I—Vemf (1.48)
o [gd.dS ot I

agreeing with first part of equation (1.47). For conduction in the z-direction only, Faraday's Law gives for the
time dependent emf

Vems(t) = —Lextdl /dt = —dA,/dt (1.49)
where L,y; is the external inductance. The total emf'is then
Vemf = E. + LegdI /dt (1.50)
The impedance is
Z = Vemg/I = (pJ. + LegedI/dt) /1 (1.51)
For current flowing in the z-direction only in a solid cylindrical conductor then (1.46) becomes

pl(9°A, 104, Ha A, (1.52)
u\ or? r Or ot

V:amf:_

Maxwell [3,17,21] Art. 689 solved this equation by assuming A4 to be represented by the series

A, =S+ Ty +Tir* +Tor* + TsrS + - + Ty 4 -+ + (1.53)

where S, T,, T, etc. are functions of time. After differentiating equation (1.53) and after some considerable
algebra [36] or using matrix algebra [66] the emfbecomes

373 474
@4 iy O R IW 4 ete. (159

- I
12R, 48R? 180R3

Vems = RoI + LoI ™

where 4 = pop,/(4r) and I is the mth derivative of the current. / is the current, R, and L, are the low

frequency resistance and inductance, respectively. This inductance is the sum of the internal inductance of the
conductor plus its external inductance, that is, L, = Lj;; + Loy Where it is derived in the vector potential

approach rather than assumed, [84]. Equation (1.54) may be re-written as

dI 0 ay2m (1.55)
emf — RoI Lo_ - Ro -1 m m\ 7 I(m)
Vems o W;( )"f (d)



where

4 i A1 1 1 (1.56)
d= e ms , I = g’ fo= 2’ fs = 3’ fa= 180 ...,etc.
Previously, the f~coefficients were found to fit a power law relationship [82]
fm = a,10%™, m=1,2,34,5, etc. (1.57)

where a,=1.13721 and b,-=— 0.5675.

Maxwell's approach to solving the vector potential diffusion equation for current flowing in a long
cylindrical conductor leads to a power series 55. This gives the correct results at low frequencies and is
consistent with Bessel function solutions. However, it turns out that the series solution diverges if the ratio of
conductor radius to skin depth a/d exceeds 2.7. This is close to the mathematical irrational number e=2.718. This
divergence has been considered previously to be a consequence of mathematical inversion, but this has not yet
been proved for the power series case [82]. The problem of series solution instability is also discussed by Arfken
[6]. Previously, there has been criticism of Maxwell's analysis of current flowing in a ‘solitary wire’ [39], and
this has prevented publication of some papers on this topic. However, it turned out these criticisms were invalid
since in Art. 682 Maxwell stated explicitly that he was referring to a complete circuit of ‘two very long parallel
conductors’ [82]. But it has also been shown that the equations also apply to a solitary conductor [40].

1.6.3 Solution using Bessel functions

For sine waves the current density in terms of Bessel functions is given by [38]

g Jo(u) (1.58)
Iy =Jge—
72 Ti(ua)
and the impedance is
ug Jo(u) . (1.59)
Z = c o Lew
Ry T (ug) T 9L

where J,(u) and J| (u,) are zero and first order Bessel functions of the first kind respectively,

Ry = :;2 (1.60)
u=72V2(r/8), ua = 5**V2(a/8) (1.61)

5= \/2p) o (1.62)

and ¢ is the skin depth. It is interesting that Maxwell solved the vector potential non-homogeneous partial
differential (1.52), which includes the source, whereas most authors solve homogeneous partial differential
equations (PDEs) in terms of the electric and magnetic fields, which exclude the source [1,12,38,77].

1.7 Final equations for the time dependent electromagnetic field

From (1.38)

%A 0A
VZA = MEW + MO’W + po Vv (1.63)



and from the Helmholtz Wave Equations 2.50 and 2.54

0’E OE 1.64
V2EZNEW +/J,0'W +V(pv/&‘) ( )
0’H oH 1.65

VI = e T h e

1.8 Summary and discussion

In this chapter, I have reviewed James Clerk Maxwell's theory of electromagnetic disturbance through a uniform
medium. Maxwell's approach was to use vector potentials. This is in contrast to the common method, which
solves the electric and magnetic fields separately using ‘Maxwell's equations’ to formulate the Helmholtz
equations, then setting the diffusion terms and the charge density to zero. In this, I have compared Maxwell's
expressions, which used old German Euler Fracture fonts and electromagnetic units, with modern expressions
that use SI units. Apart from a few differences in expressions for the components of the vector potential F, G, H
and negative Laplacian (—~V?) used by Maxwell, the modern equations, as expected, are the same as Maxwell's.
In deriving the wave equations for propagation in non-conductors, Maxwell effectively used the Coulomb Gauge
by setting Jjps =V . A=0 although he does not describe this as ‘Coulomb Gauge’.

In the alternative approach to obtaining the general equations of electromagnetic disturbances, the Lorentz
condition (1.32) is applied, which yields source-dependent inhomogeneous wave and diffusion equations for the
vector potential. The impedance is then determined for the time domain in terms of the vector potential only
equation (1.47) and the frequency domain using Bessel functions equation (1.59).

1.9 Appendix

1.9.1 Proof of (1.3)

From Maxwell's equation for Faraday's law

- (1.66)
VXE——W——EVXA
or
OA\ (1.67)
V x (E+ Y )_0

The vector quantity in (1.67) has no curl, that is, it is irrotational and can be derived from the gradient of a
scalar potential, — V ¥. Hence,

_ oA (1.68)
E=-VV - En

which is proof of (1.3). This equation essentially expresses Helmholtz's theorem, which is more rigorously
proved in reference [34].
An alternative method [20] applies Faraday's law via the magnetic flux @. For a closed surface S

45:/B.dS:/V><A.dS:7{A.dl (1.69)
S S 1

Faraday's Law gives the emf as



0P 0A (1.70)
Vemr= dE.dl=—— =— ¢ —.dl :
f f{ ot , ot
Hence,
~ 0A (1.71)
E= ot

For steady state fields (d.c.), the electric field is given by the negative gradient of a scalar potential only i.e.
E=-V¥ (1.72)
The total field is then

0A (1.73)
E=-V¥ - — :
ot
The first approach assumes the most general electric field, which has both non-zero divergence and non-zero
curl. This can be derived from the negative gradient of a scalar potential — V ¥ and a vector potential A; a
statement of Helmholtz's theorem. The second method finds the sum of steady-state and time-dependent fields.
The two approaches lead to the same result (1.3).

1.9.2 Proof of (1.5)
From Maxwell Arts. 616 and 783, Equation (4),

oy 0°G B 0’F / (1.74)
0y \dzdy  0y? 1
o5 (9°F  9H (1.75)
0z \ 822 Oxdz /i
oy 88 [ 0°G  9F 9F  9*H\ _ (1.76)
dmupn = dy 8z (Bmdy 82 922 + 6:13dz) =Y
_ (PG (OF  9F  9°F\ 9°F  0°H (1.77)
~ \ Ozdy ox2 = Oy? 022 0x? = Ozdz
dJy _ O°F N 0’G N 0’H (1.78)
0r  0x?  Oxdy Ozdz
82F O°F  9°F (1.79)
2p—
V= (8:02 * 0y? * 6z2>
Hence,
oJ
drupy, = 8;\/1 + V2F (1.80)
Similarly,
dropy = 9w + V2@ (1.81)
Oy
drwp = 0 + V2H (1.82)

0z



1.9.3 Proof of the SI equation (1.5)
J =V xH=(1/p)V x B=(1/p)V x V x A=(1/p)[V(V. A — V2A]
Hence,
pJ = —VZA + V(V.A)

1.9.4 Alternative derivation of (1.29)
From the Helmholtz wave equation for the electric field (2.50)
2

OE 0°E
V2E = Koo + pe 72 + V(py/e)

VZE=V(V.E)-VxVxE

Using (1.3)
0A
E= ~or 4’4
VIE =V(V.E)—-VxVxE
oA 2(_0A
Now the p,, term cancels because
V(V.E) = V(py/e)
Also
0B 0
VXVXE:—VXW:—EVXVXA
~VxVxE =2VxVxA
’A A ’vw vy

= oG — pelg — HeSyE — o
Integrating with respect to ¢

2
:(1/H)VXVXA:_<8A 02A  AVE >

UW—H?W +€7+0’V!7

bA  92A VW ,

which is the same as (1.29).

1.9.5 The continuity equation

(1.83)

(1.84)

(1.85)

(1.86)

(1.87)

(1.88)

(1.89)

(1.90)

(1.91)

(1.92)

(1.93)

The continuity equation arises from the consideration of charge conservation in analogy with the conservation of
energy and the conservation of matter. Consider a closed surface S, volume V, containing charge +Q. The total

current emerging is

(1.94)



The divergence theorem is

]{J.ds - / V.3V (1.95)
S 174
Therefore
_ op, (1.96)
vI--2

Thus the current or charge per second diverging from a unit volume is equal to the time rate of decrease of
charge per unit volume.
For finite conductivity, substitute for J from (1.1) and using Maxwell's first equation V. E = p, /e then

OV.E _ 9py  0py (1.97)

V.J=V.cE
ohte ot ot €

Equating this with equation (1.96) gives

Op,  opy (1.98)
v .
ot + 2¢e
with a solution
po = pue ™, k= a/(2e) (1.99)

where p,, is the charge at =0. In the steady state (d.c.)

Opy
8pt =0, V.J=0, py = pwo (1.100)

Discharge of a Capacitor
The discharge of a capacitor through a resistor gives a similar result. This can be obtained using circuit theory.
Summing the voltage across the capacitor ¥ and resistor Vg, Kirchhoff's voltage law gives Vi + Vp=0. The

charge equation is then

q dg (1.101)
Z +R2=0
ot
This has a solution
q= qoe /(P (1.102)

where gy is the charge at =0. This is similar to (1.99) derived from the continuity equation. Note that in this

analysis we have assumed ideal C and R components with no inductance in the circuit. For very rapid discharged
the skin effect of the conductors may become significant. In this case R becomes dependent on the discharge
time or frequency.

1.9.6 Proof that the Lorenz condition leads to the continuity equation
Taking Laplacian of the Lorenz equation (1.32)

oV (1.103)

V. A=V.V3A =—
VALY V.V o 5

Substitute for (1.40) and (1.42)



ZA 2y
V. (—uJ +usa ) = —su%(aua - pv/a) (1.104)

ot? ot?
9’°V. A 0*F  Oup, 1.105
—uV.J + pe—pz— = —(6/1)2% + gf ( )

Applying Lorenz equation (1.32) to the the LHS of (1.105) then this becomes

0? ov 5 O3W (1.106)
—,U,VJ + ,U,E'w (—E,U,E) = —,U,VJ — (E/L) w
This is then equated with the RHS of (1.105) to give
0% 0% dup (1.107)
—uV.J — 22 = R ui i ’
pV-J = (ep) 5 ()" 5 + 5
This gives
i Opy (1.108)

ot

which is the continuity equation.
As an alternative proof, consider only time-dependent current flow as in the derivation of the continuity
equation. Hence, from (1.1) and (1.3)

0’V.A VW (1.109)
vI= ( o ot >

Substituting for V. A from the Lorenz condition (1.32) gives

) R (1.110)
J=c— | —eu— 2y .
v S ( Sh o +V )
Now substitute for —p, /e from (1.42)
82w p (1.111)
2 _ v
Therefore
v.J— _9p (1.112)

ot

which yields the fundamental continuity (1.96) obtained again using the Lorenz condition.
1.9.7 Proof of (1.37)
From (1.36) for cylindrical co-ordinates with radius 7 and the vector 4 in the z-direction only then

10 ( 6Az) 1 824, 024, (1.113)

24 _ 29 Ty Z e
VAZ*’I’@TTOT +7-2 6¢2+6z2

For 4, =f{r, t) only and constant in the z-direction then

viA - 1;0%@) (1.114)
r or r




Expanding this equation gives

7\ e

vig L (aAz 62Az> (1.115)

Hence (1.36) becomes

0’A  OA 0’A 0A 1.116
‘/emf:*(]_//J,O') [W‘I’T_arﬂfwﬂaﬁ} ( )

1.10 Table of Euler Fraktur fonts

A B CDEZFGHTIIJKILMNOP QRS STUV WX Y Z
A B C D E F G HIJ K L MN OUP QR S TUV W X Y Z

T Conventionally c is referred to as the speed of light because it is constant and a scalar. Maxwell referred to it as the velocity of light.



Chapter 2
Solution of Maxwell's equations in loss free
and lossy media

2.1 Introduction

The theories of classical electromagnetism have been reduced to four
equations — Maxwell's Equations. These four equations use vector calculus,
considerably simplifying the original mathematics in Maxwell's Treatise [3].
This was proposed by Oliver Heaviside in 1884 and recently reviewed by
D.P. Hampshire [8].

In the following, we assume a linear, isotropic medium where the path of
the medium is stationary. This assumption of a stationary path applies to all
the following chapters. In this case, Maxwell's four equations are [20]:

Differential form (fields) Integral form (boundaries)

div D=V.D = p,, fD.ds:/ pvd(vol) (2.1
S vol
_ _ 0B 0 (2.2)
curlE—VxE——at,]{E.dl——at/SB.dS
D D
curleVxH:J—i—a—, ]{H.dl:I—i—/a—,dS (2.3)
ot I g Ot
(2.4)

div B = V. B=0, }[B.dszo
S



where the electric field E, electric flux D = ¢E, current density J = oE,
magnetic flux density B = uH, p,, 1s the volume charge density, o is the

material electrical conductivity. ¢, 1s the relative permittivity and y, the

electric susceptibility.
The original experiments and theories for these equations were due to:

e Equation (2.1) Faraday's experiments on electric flux and Gauss's
theorem.

e Equation (2.2) Faraday's experiments and Law.

e Equation (2.3) Ampere's law, Biot and Savart's experiments plus
Maxwell's displacement current.

e Equation (2.4) Gauss's law for magnetic fields or Maxwell's equation [3],
Eq. 17, Art. 402.

In the above equations
E = EpEr = 80(1 + Xe)7 m = Holbyr = ,U'o(]- + Xm) (25)

where p, 1s the relative permeability and y;,, is the magnetic susceptibility.

These parameters arise from electric and magnetic polarisation of the atoms
or molecules in the material. This polarisation has a time dependence that
leads to hysteresis between the applied fields and the fields in the material.
These effects can be accounted for by expressing the parameters in complex
form:

€ =¢el—jell, = pul—jull, o= ol—joll (2.6)

where the real and imaginary components are indicated by the prime (') and
double prime ("), respectively, this hysteresis leads to energy loss due to heat
dissipation. This loss is added to the conductive loss due to the material
conductivity o. The negative signs arise because in a passive material, such
as considered here, there can be no energy gain.

The complex ohmic conductivity arises because electron scattering takes
place in a specific time; the electron relaxation time, t. Hence, at frequencies
that approach 1/z, the conductivity becomes complex. The high-frequency
conductivity is given by Chambers [72]



Oo 0o .
T T4 jwr T 1 (wr)? ( )

where 0, = (ng’t/m) is the low-frequency conductivity, n the electron

density, g the charge on the electron and m the electron mass.
The current flow is in the same direction as the applied field, but it 1s

shifted in phase by an angle 8 = tan™'( — w7). If wr>>1, Opf=— Jjoo/(wr) =

ng*/(dm/df) where dm/dt = jom. Hence, the high-frequency conductivity
depends on the mass inertia of the electrons. To estimate the frequency at
which this occurs, we require a value for the relaxation time. For copper

1y =2.4 x 1071* 5. For the high-frequency condition, we require »>>1/z or

/>>6.4 x 102 Hz. This corresponds to frequencies in the far infrared region
of the electromagnetic spectrum.

If the material is anisotropic, then o, ¢ and 4 may depend on direction in
the material. Each of these parameters can then be expressed as tensors.
Polycrystalline metals, such as copper, silver, gold and aluminium, are
isotropic. Semiconductor crystals Si, Ge, GaAs, etc., are anisotropic. Also,
ferrite materials used in microwave circuits are anisotropic. Isotropic
materials are considered in the following unless mentioned otherwise. The
applied fields are also assumed to be sinusoidal so that the time derivative
can be replaced by jow where w. is the angular frequency. If the material has
electrical properties that are frequency-dependent, that is, dispersive, then it
may be possible to transform the time-dependent field into a series of
sinusoidal waves using Fourier analysis. The following analysis would then
apply only to a single frequency say w1.

2.2 Solution of Maxwell's equations in free space

Maxwell's equations for vacuum or free space are:
div D = p,=0 (2.8)
9B oH (2.9)



oD OE (2.10)
| H= — = E,— .
cur J -+ Y € T

div B=0 (2.11)

where for vacuum ¢,=1 and D = ¢,E. Hence, divD = dive,E = p,=0. Since

there are no free charges present, the electric field cannot terminate on
charges, but this does not mean that the electric field does not exist. The
Maxwell curl equations lead to a time rate of change in E and H fields.
Although the steady state current density J is zero, the time rate of change of
E corresponds to a displacement current density. We now show that the
solution of Maxwell's equations lead to wave motion of the electric and
magnetic fields in free space.

2.3 Wave Motion in free space

From Maxwell's equations, taking the curl(curlE)

O(curlH) 0| OE (2.12)
curl(curl E) = —Ho— g = ~Hogy [aﬁl
or
52E (2.13)
V x V x E—l—uoaomzo
But
VxVxE=V(V.E)-V’E (2.14)

From Maxwell's first equation (2.8), V. E=0. Hence,

2E
V2E = ﬂo€o—8at2 (215)

Similarly, we can show that



0’H :
V2H — No’fow (2.16)

The equation that represents a periodic wave travelling in the +z-
direction is given by

O*f . 5 0°f (2.17)
o2 ) G

where f'is the amplitude and u the velocity of a fixed point on the wave, that
is, the phase velocity. This is shown in the following section. Comparing
(2.25) with (2.15) and (2.16), these equations represent periodic waves
travelling at a phase velocity

] (2.18)

U =
Moo

By substituting values for the dielectric and magnetic constants,
Maxwell found that u, was close to the value of the velocity of light, c,

measured at that time. Subsequent measurements have confirmed the theory
that light consists of electromagnetic waves. The presently accepted
experimentally measured velocity of light in vacuo is ¢=2.99792458 x

103ms™!. Since by definition u,=47 x 107 "Hm™!, then the defined value of
eo=1/(11,c)=8.854187817 x 10 12Fm !,

For sinusoidal waves, we can put % = jw and g—;
equations, also known as the Helmholtz equations for the electric and

magnetic fields, are then

— —w?. The wave

V2E = —6%’E, V’H = -3’H (2.19)
where £ 1s the phase constant also referred to as the wave number k. Hence,

B=ko = wy e, = w/c (2.20)

Since w=2znf and ¢ = fi, where f is the frequency and 4, is the
wavelength of the EM waves in free space then 8 = k, = % Hence,



_ 2y, (2.21)

The refractive index is defined by n = c¢/u=1 in free space.

2.3.1 Travelling waves

To show that (2.15) and (2.16) represent periodic waves consider an
arbitrary wave propagating along the z-axis with phase velocity u and
amplitude A4, Figure 2.1. After a time ¢, a point on the wave has moved a
distance ut. Assuming the amplitude is unchanged, then

A= f(z—ut) = f(ut — 2) (2.22)

&

pulse 4

[
|
[
1
-

ut
Figure 2.1 Wave travelling in the positive z-direction

represents a wave travelling in the +z-direction. Similarly, 4 = flut + z)
represents a wave travelling in the —z-direction. Taking the first and second
derivatives with respect to distance gives

0A 0%A (2.23)
5 = f'(ut — 2), 922 = f"(ut —2)
Taking the first and second derivatives with respect to time gives
0A , 02A 9w (2.24)
v = —uf'(ut — 2), gz U f(ut — 2)



where f and f represent the first and second derivatives of the function f,
respectively. Hence,

0?A -2 02A (2.25)

022 ot?

which is the wave equation for the arbitrary periodic pulse. If the wave is
sinusoidal travelling in the positive z-direction a solution to this equation is

A = Apexpj(wt — k2) (2.26)

where w=2xf, f 1s the frequency, k = p=2x/A, where k is the wavenumber, f
the phase constant and 4 the wavelength. Differentiating twice with distance
z and time ¢, we obtain the phase velocity u = w/k. If the wave is travelling
in three dimensions then we can replace kz by k. r where k is the wave
vector k = kyi + kyj + kzk and r is the radial distance vector r = xi + yj + zk.

Hence,

A = Agexpj(wt — k. r) (2.27)

2.3.2 Sinusoidal and non-sinusoidal waves

The example of sinusoidal waves previously discussed is of general practical
importance. Non-sinusoidal waves can also be considered since any function
of time, periodic or non-periodic, can be modelled by a spectrum of waves
as in Fourier analysis. In this case, each sinusoidal or monochromatic wave
can be represented by the complex or phasor form

E, =| E | e’ =| E | [cos(wt) + jsin(wt)] (2.28)

the subscript ‘s’ referring to a sinusoidal wave in the s = jo form. The wave
description can then be simplified by taking either the real (cosine) or
imaginary (sine) component of the wave. Standard boldface form E etc is
used in this book to avoid too much complexity similar to Plonsey and
Collin [34]. The amplitude £ (V/m) can be represented either by the

maximum or peak value E,, or the root mean square E,.,,s = E,,/ V2.

2.3.3 Relationship between E and H fields — TEM waves



For the magnetic field, expanding cur/E in Maxwell's second equation (2.2),

(2.29)
O0E, OE, OFE, OF, oE, OFE,
E= - T - - z
Vv x <8y 0z )a +(8z oz )ay+<8w Oy )a
B aEwa B OExa (2.30)
0z Y Oy ~
Assuming £y, = E;=0, and there is no variation of Ex with y, then
OF, . 2.31
5, 2= TdwpoH -
1 OE, (2.32)
=G, 0 ™
But, 6;2”” = —BE,. Hence,
H = i.Elxay or Hy = i_Eomej((“)t_ﬁz) (233)
Wito Ho
The Intrinsic Impedance of Free Space is then defined by
E, 0 2.34
Zy =2 =, |22 —376.73 Ohms (239)
H, €o

Equation (2.33) indicates that the magnetic and electric fields are
orthogonal or transverse to the direction of propagation, as shown in Figure
2.2. This is referred to as a Transverse Electromagnetic wave, abbreviated to
‘TEM” wave. Note that the wave varies sinusoidally both in time and space.
The wave is polarised because E and H have values in one direction only; x
and y, respectively. This wave is also referred to as a plane wave because the
electric and magnetic fields each occur only in a single plane, as shown in
Figure 2.2. By definition, the direction of polarisation refers to the electric
field direction. In the above case, the wave is polarised in the x-direction.
Ordinary daylight is unpolarised, and the E vector moves in random
directions due to sunlight being scattered by the atmosphere.



e T

Figure 2.2 TEM plane wave propagating in free space showing the
orthogonal E and H fields

Waves propagated in waveguides can either be tranverse electric (TE) or
transverse magnetic (TM) waves.

2.3.3.1 TEM waves — example
Consider a plane wave with x-polarised electric vector E = E,a, and y-
polarised magnetic vector H = Hya,,. The wave equations are

6;? _ @B, a;gy _ _pm, (2.35)
The solutions for forward travelling waves are
E, = Eie H,= He % (2.36)
where
E, = E,e™ H; = H,e*" (2.37)
To check this: a(% = —jﬁEle_jﬂz and 8;5’” = —ﬂzEle_jﬁz, that is,
8;59” = —f2F, qed.

The time dependent solutions are then

E.(z,t) = Eoe =P H (2,t) = H,el“5) (2.38)



2.3.4 Plane wave with two components

Consider a free space plane EM wave propagated in the z-direction. The
wave has two electric field components E, and Ey, that 1s,

E = F,a, + E a, (2.39)
The magnetic field is then
H=—(E,/Z,)a; + (E:/Z,)a, (2.40)
For forward waves with phase difference ¢ between E,. and Ey,
E(z,t) = Eppel“"a, + E, e/t 9)a, (2.41)
H(z,t) = —(Eoy/Z,)e’“ P Da, + (Epe/Z,)e? ' Pa,  (2.42)

The phase difference ¢ and the relative magnitudes of £, and Ey, determines
the type of polarisation of the wave as shown in Figure 2.3.

X

E
Y \

a b ¢ d

Figure 2.3 Plane wave with two components with z = 0: (a) linear
polarisation: E, = 2,Ey =1, 9 =0, (b) elliptical

polarisation: Ex = 2, Ey, = 1, ¢ = /4, (c) elliptical
polarisation: E, = 2, Ey =1, ¢ = /2, (d) circular
polarisation: E, = 2, Ey =2, 0=n/2

2.3.5 Free space propagation constants



In the case this case the medium has permittivity ¢ = ¢,¢;- and permeability u
= Uoly & and p,. are the relative permittivity and relative permeability
respectively. The free space propagation constants now become

1 (2.43)

U= Ve
B =k =wype = (w/c)y/ure, (2.44)
)\ — 2r Ao (2.45)

\ MHr€r

p
E, [ B [ Por (2.46)
g _— = ZO _
H, € Er

The refractive index is n = c¢/u = \/pre,. For dielectrics with u,~=1

then n = /e,

J =

2.4 Solution of Maxwell's equations-lossy medium

In this case Maxwell's equations are solved for a medium which has losses
due to power dissipation. This may be due to ohmic resistance in conductors
and hysteresis in ferrous conductors or leakage resistance and hysteresis in
dielectrics. Hence, referring to the beginning of this chapter, taking the
curl(curlE)

O(curlH E
curl(curl E) = —M% = —,u% [aE + 5%] (2.47)
or
OE 0’E (2.48)
VXVXE‘F/-LO'E-F/L& P =0

But



VxVxE=V(V.E) - V’E (2.49)
From Maxwell's first equation (2.1), V. E = p,/e. Hence,

OE 8°E (2.50)

V’E = po— o T HEG + V(pu/¢)

The equation that represents a periodic wave travelling in the + z-
direction is given by

02 f 02 f (2.51)
022 =(1/u )8t2

where f'1s the amplitude and u the velocity of a fixed point on the wave, that
is, the phase velocity. Comparing this with (2.50), then this represents a
modified form of a simple wave which, in addition to the periodic term
represented by the second derivative, includes a diffusion term and a term
due to the gradient of the charge density.

For the H field, we have

D
VXVxH=VxJ+Vx D _ywm-va

From Maxwell's fourth equation (2.4), V. H=0 then,

-V H—anE—i—st%—? (2.53)
Using Maxwell's second equation (2.2), then
OH 0’H (2.54)
H =
VIH = po—5- + neg

Equations (2.50) and (2.54) are the Helmholtz Wave Equations for time
dependent electric and magnetic fields, respectively, in a lossy material also

known as The Equations of Telegraphy.

0

For sinusoidal waves we can put 5 = jw and = —w?. We also

8t2
assume zero volume charge density. Hence, the last term in (2.50) is zero.

The wave equation for the electric field becomes



V2E = (—pew? + jwuo)E (2.55)

Similarly the magnetic field becomes

V?H = (—pew? + jwpo)H (2.56)

Hence,
V’E = +’E, V’H =~’H (2.57)

where,
v = —pew? + jwpo (2.58)

If the current density is J = gE, then for sinusoidal waves
Vi) =~2J (2.59)

The electric field is also given by

. O0A (2.60)
B (vv s 24)

where V is the potential along the conductor.
y 1s the propagation constant which is complex and may be expressed by

y=a+jp (2.61)

where o = attenuation constant and the phase constant f=2r/4, where A is
the wavelength.

7' =(a+j8)° = o = B + j2a8 (2.62)
Comparing with (2.58)
a? — g% = —pew?...(a), 2aB = wuo...(b) (2.63)

From (b), f = wuo/(2a). Substitute into (a) to give



2
2.64
052 — (2#02-) = —,uswz, ( )
o

Multiplying by a? and re-arranging gives
o + pew’a® — (wpo/2)°=0 (2.65)

Solving this as a quadratic in a?

a:w\/,us/2\/—1:t\/1—0—[0/(w8)]2 (269
B= w\/u6/2\/1 + \/1 + [0/ (we)]? .

The factor o/(we) is equal to the ratio of the conduction current to the
displacement current and is known as the dissipation factor. This is
discussed in more detail further on in the chapter. If ¢=0, then a=0 and

, we obtain a and a similar expression for f:

B = wy/ue.
2.4.1 Phase velocity

The general wave (2.51) for sinusoidal waves is
Vi = —(w/u)’f (2.68)

Comparison with (2.55) and (2.57) gives for the phase velocity

—(w/u)2 — 72’ or u = ﬂ (269)
g
Substituting for y, then
Jw 1 (2.70)

u =

vV —wlpe + jupo  JpEN/1 — jo/(we)
If 0=0, then u=1/,/ue as for the loss free case.



2.4.2 Refractive index

The refractive index is defined by n = c/u, where c is the velocity of light in
vacuum. Hence,

n* = —jeyjw = —(je/w)y/ —ew? + jwpo (2.71)

Put n* = n — jk, where n is the low frequency refractive index and k the
absorption coefficient. n and k are known as the optical constants. Squaring
gives

n*? = (n — jk)? = n? — k* — 2jkn (2.72)
Squaring (2.71) gives
n*? = —(c/w)’(—pew? + jwpo) (2.73)
Comparing (2.72) and (2.73) gives
n? — k? = (c/w)?wue = p,€, (2.74)
2kn = (c/w)’wpo = p,o/(we,) (2.75)

where ¢?=1/(u,¢,) has been used. Solving for n and k gives

nt = St %V (krer)? + dlopr/ (2we)]? (2.76)
e %\/(Mré’r)z + 4lop,/ (2we))? (2.77)

2

If 0=0, then n”> = u,&, and k*=0. The absorption coefficient is therefore
zero, as expected. These latter two equations can be rearranged to give

n = 3%\/1:|:\/1+[0/(w5)]2

(2.78)




k ”\/ 14 4/1+ o/ (we)) &7

= —\/— o/(we
V2

Hence, n — n,, k — 0 at high frequencies and low o. At high frequencies e,

u or o may also be complex. Taking ¢* = ¢ — je , then

n® — k? = pen, 2kn = prem + pro/ (we,) (2.80)

2.4.3 Debye equations

In polar dielectrics, such as liquid water H>O, the complex permittivity is
given by the Debye equations [48]
€5 — i wt(es — &) (2.81)

el= ———— + ¢, ell= :
1+ (wr) 1+ (wr)

where ¢ is the static or low frequency permittivity, ¢; is the high-frequency

permittivity due to induced polarisation and 7 is a relaxation time

characteristic of the material or liquid. In water at 20°C the approximate
values are £¢=80, ¢;=5.0 and 7=9.2ps,[49]. Using these values, the Debye

equations for water are shown plotted in Figure 2.4.
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Figure 2.4 Debye plot for water

2.4.4 TEM waves

As before consider a transverse electromagnetic (TEM) wave with x-
polarised electric vector E = E,a, and y-polarised magnetic vector H =

Hya,, The wave equations are now

2
OB, ,p OH, (2.82)
022 022 Y
The solutions are
E,=FE,e ", Hy=H,e (2.83)
since 682“*" = vE,e 7% and % = ~v2E,e "%, that is, 6;5“” =~2E, qed.

Substituting for (2.61) gives

E,=E,e V¢ = E e (@tiB)zgiwt (2.84)



This represents a wave travelling in the + z-direction with amplitude
which decreases from E,, at the surface (z=0) to E, e (“/A for z>0. For any

given value of z = z| the waves oscillates about z| at an angular frequency

@. This can be plotted in polar form or linear form as shown in Figure 2.5(a)
and 2.5(b).
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b Penetration of E and H fields into a conductor
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Figure 2.5 Electric field penetration into a conductor (a) polar
plot of amplitude over one cycle. (b) E and H
amplitudes over one cycle showing phase delay in H.



2.4.5 Magnetic and electric fields

For the magnetic field, expanding cur/E in Maxwell's second equation (2.9),

(2.85)
0E, OE, OE, OF, OE, OFE,
VXE= — - — _ .
8 (By 0z >a +(8z Ox )ay+<8m Oy N
_0B,  0E; (2.86)
0z Y Oy °
Since E), = E-=0, and there is no variation of £y with y, then
OF, : 2.87
5 a, = —jwuH (2.87)
-t 95, (2.88)
jwp 0z
From (2.83) substitute 8;2 t for —yE to give
H = ,LEmay or H, = LEw (2.89)
JWi Jwh
2.4.6 Impedance
The impedance of a material is defined by the ratio £/H. Hence, from (2.89)
=L L (2.90)
H, vy

Substituting for y from (2.58) gives

B [/e (2.91)
7= \/ 1= jo/ (we)

In terms of the phase angle ¢ between E and H,,




Z=|Z|arg ¢=|Z|e? (2.92)

where |Z] = |jou/yl. Hence,

H, - Ex —js (2.93)

Substitute for £, from (2.84) gives

H, - ‘E7o| o~ % gi(wt—B2—9) (2.94)

2.4.7 Summary

For a uniform isotropic lossy material the impedance is everywhere the
same but the magnetic field lags behind the electric field. Extraction of the
wave constants y, a, f and Z, is not simple for the general case but fairly
straightforward using numerical methods as employed in MATLAB for
example. However, it is important to identify the critical parameters for
several areas in electrical and electronic engineering. There are two limiting
cases which simplify the analysis: (2.1) dielectric with loss and (2.2)
conductor with loss.

2.4.8 Dielectric with loss

In this approximation y in (2.61) is expanded using the binomial expansion
where |x|<1

, . O (2.96)
— / 1— j—
V= WA HE ) e
Taking z = ->-<0.1, then
R .o o2 , 2.97
V%wa/u€[1—32w€+8w2gz]:a+9ﬁ =0



Equating real and imaginary parts gives

The wave impedance is

_ p/e
2= \/1 — jo/(we)

Using the binomial expansion, where |x[<1

1
(1-z) =1+ Ew—i— %wz

= e [p+ 2]

2.4.9 Conductor with loss

In this case, let ¢ > > we. Hence, the propagation constant

v = jwp(jwe + o)

becomes

Y =V Jwpo

Using

(2.98)

(2.99)

(2.100)

(2.101)

(2.102)

(2.103)

(2.104)

(2.105)



g0 1+ (2.106)

J = =
V2
Hence,

1+ — (2.107)
= —,/wuo '

V2

wuo (2.108)
o = = T

The reciprocal 1/a = 0 is the Skin Depth with dimensions of metres. This

corresponds to the distance the wave propagates before decaying to e

(about 37 per cent) of its maximum value. This is discussed in more detail
further on in the text. From (2.108)

5 (2.109)

0=1/a = e

y 9 (2.110)
T8 ke

For o > > we the wave impedance, (2.101), becomes

The phase velocity is

w (@1
7=\ = fonf @)1+ =1+ )/(09), 12 1= s

Since Z = E/H = |Zlarg¢, then H lags behind E in time by ¢ as shown in

Figure 2.5(b). Hence, for a good conductor tang=1 and ¢=45°. The phase
velocity depends on frequency (2.110), and the wavelength depends on
frequency via 4 = u/f. In copper, for example,

u=0.4123f12 X\=0.4123f "1/ (2.112)



2.4.10 Surface resistivity

For the TEM wave considered previously (2.82) incident on a plane good
conductor interface. The average power entering the conductor is [92]

(2.113)

1
P,, = —Re/ E x H". a,ds
2 So+S.

where E x H* 1s the Poynting vector, S, is the wave surface area and S, the

area that the wave enters. For a good conductor the wave fields decrease
rapidly as they enter the conductor and S, can be neglected. Now,

ExH"a,=EH*a,=a, x E.H* (2.114)

Also, since the impedance is Z = E/H, then

a,xEH =ZHH =7 | H|? (2.115)
Thus,

1 R,

2 s, 2 s,

where R, 1s the surface resistivity of a good conductor.

2.117
R, = Re(Z) = Re[(1 + §) ‘;—5]:,/%:,0/50 @117)

that is, the surface resistivity of a good conductor is the ratio of the bulk
resistivity to the skin depth: Ry = p/6 Ohms.

Typical values for copper are given in Table 2.1. Equation (2.112) is
shown plotted in Figure 2.6.

Table 2.1 Phase velocity, wavelength, impedance, skin depth and
surface resistivity for copper at 300 K



(Hz) u(m/s) A(m) |1Z1(2) 6 (m) R

50 291 583 x 1072 2.59x 928 x 103 1.83 %
1076 1076

100 412 4.123 x 3.66 X 656 x 107> 2.59 x
1074 1074 1074

10° 1.3 x 1.3 %1073 1.16 x 2.075 x 8.19 x
10* 1072 1076 1073

Figure 2.6 Theoretical phase velocity and wavelength for EM
waves in copper

Generally, in lossy materials, EM waves with different frequencies travel
at different phase velocities and are attenuated by different amounts. In an
EM pulse, for example, consisting of a spectrum of frequencies, each
frequency component will travel at a different velocity, arriving at a distant
point at different times. The pulse shape will therefore change from its
original shape. Such a medium is said to be dispersive.

2.5 Dissipation factor

The total current J; is the sum of the ohmic current and the displacement
current. The dielectric is lossy with ohmic current loss and loss due to
polarisation of the dielectric. In this case, the permittivity is complex ¢ = ¢ —

je'. The total current is given by Maxwell's equation (2.3), which for sine
waves 1S



curl H = J; = oE + jw(el—je)E (2.118)
Hence,
Ji = (0 + wel)E + jwelE (2.119)
This may be rewritten as
Je=Jde+ jJa (2.120)

where J. = (6 + we)E is the conduction current and J; = weE the

displacement current. The dissipation factor is defined as the ratio of the
conduction current to the displacement current, Figure 2.7. Hence,

Jc "
DF = _ gtwe = tan J (2.121)
Jd we!
f“.‘ i
o)
fl
g

Figure 2.7 Dissipation factor angle 0 and power factor angle, 0,
defined from the conduction J, displacement Jj, and

total current J;

The imaginary part of the permittivity (¢') effectively increases the
conduction current and loss tangent. Here ¢ is the phase angle between
conduction and displacement currents, not to be confused with the skin
depth. A good example of how the dissipation factor varies with frequency
1s the case of liquid H»O, Figure 2.8. This result holds up to about 1 GHz.

For frequencies up to about 1 MHz, water is a good conductor. For
frequencies exceeding 1 MHz, the dissipation decreases, and water becomes
a dielectric.



: Dissipation factor for water
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Figure 2.8 Dissipation factor for water at 20°C where €, = €.,
el = 0 for f<IGHz

Dissipation factors, also known as loss tangents, are used in the
electronics industry to describe the quality of capacitors. Values vary very
widely depending on the type of capacitor (polarised electrolytic or non-
polarised, etc.). Tand generally increases with frequency and size of
capacitor [44]. Capacitors with mica or high-quality plastic film may have a
tand<1073 or §<0.05° measured at 1 kHz. Large value electrolytic capacitors
may have tand>0.2. Values of tano are also expressed as a percentage
relative to tano=1 or 0=45°, that is, a good conductor in (2.121). Some
manufacturers quote power factor, which is the cosine of the phase angle 6.
This assumes the total current J; = jweF, that is, the J; vector in Figure 2.7 is

nearly vertical for small 6. Hence, cos 6 ~ & = tan J. In this analysis, no
magnetic effects are considered and y,=1. Magnetic effects are considered in
the following section.



2.6 Quasi-static conditions

The potential drop in a conductor carrying current / is V, = IZ, where Z 1s

the conductor impedance. Taking the case of a good conductor, copper for
example, with a TEM wave travelling in the z-direction with amplitude in

the x-direction then Vy = Zo| Exdydz where Z=(1 + j)+/wp/(20) and E, =
Eqexp[( — 27/A)(1 + j)z]. We assume that the y-dimension is infinite so that
E 1s independent of y. Hence,

L (2.122)
z —9a/A) (1447 LZ
V. = ZoL,E, / e2NH: 4y — 7oL B, 1 — e(=2m/2)( +7)
° (27/A) (1 + )
Substituting for Z gives
= A fen (=27/X)(1+7)L- (2.123)
Va: — 27'(' 2p LyEO[]_ — e ]
or
Ve = LyE,[1 — e(_2”/>\)(1+j)Lz] (2.124)

since A=2md=27 i—Z. This may be put in quadrature form as
V, = LyE,{1 — ¥/ NE:[cos(2m/N) L, — jsin(2m/N) L]} (2.125)
Vo(R) = LyE,{1 — e/ NE:cos(2m/A) L, } (2.126)
Vo(I) = L,E,e"2"/V:gin(2m/\) L, (2.127)

Figure 2.9 shows plots of (2.126) and (2.127), normalised to Vy =
Vx/(LyE). This shows that for

1. L, = A then V(R)=1,VpN(1)=O0.
2. L, > A then VN(R)=1,VN(1)=0.



3. L, < J then V\(R)=0 ,VA()=0.

Normalised voltage dependence on specimen size
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Figure 2.9 Normalised voltage (V) = Vx/(LyEO) quadrature

components plotted against ratio of distance in z-
direction over wavelength, using (2.126)and (2.127)

The quasi-static (qs) approximation assumes that the applied signal
wavelength is much greater than the device dimensions. In the above
analysis 1f A > L, (case 3) then both Vp(R) and Vp/({) are zero. This implies

that the gs condition applies only to L,/A = 0 in Figure 2.9. Taking the first

term only of the binomial expansion of (2.124) gives (see proof at the end of
this chapter)

Vv, = LyEO2—;(1 + )L, (2.128)

Hence, both the real and imaginary voltages vary linearly with L,/A near
the origin. Also for a fixed wavelength V. « L, as expected. We may also

substitute A=2mwd=2m, / Z—Z into (2.128) to give



V, = LyEOLZ\/ % x /@ (2.129)
P

showing that the voltage is proportional to the square root of the frequency.
This is also  expected since for a good  conductor
V =1Z = I(1+ j)y/wp/(20), which is proportional to the square root of
the frequency.

2.6.1 Equivalent circuit approximations-lossy conductor and
superconductor

For quasi-static conditions, that is, wavelengths much larger than the device
dimensions, the £ and H fields are similar to static fields [43], and unique /
and V values can be identified. Figure 2.10 shows the equivalent circuit of a
device or material. R;, is the normal resistance due to ohmic conduction, L,

the associated normal inductance due to magnetising current, and C;, the

normal capacitance due to displacement current. In this model, both the
permeability and the permittivity are assumed to be complex. L) is the ideal

superinductance (see Superconductivity in 3.3.2). Also included is the total
inductance due to leads, although the four-terminal technique tends to
minimise this inductance. The total current driven through the device is
given by circuit theory as

-V feve -V —vv (2.130)
ZLn ij)\

Figure 2.10 Equivalent circuit of device showing lead inductance
L}, normal inductance, resistance and capacitance L,



R, C,, respectively, and superinductance L)
where Y is the admittance of the device and
Zy, = Ry + jwLn, Z] = R%+ (wLy)?

Rationalising and re-arranging gives

R L 1
Y =" +jw|C, — —= —
zz T g szA]

J = [0, + jwe — j/(wL.)|E

where
R, 1 w?L, N 1
0-6 - Z% g7 Le - Z% L)\ g

Ly = pXg, L, = pa’g

(2.131)

(2.132)

(2.133)

(2.134)

(2.135)

where 4 is the superconducting penetration depth, the equation for L, is for a

slab of material where g 1s a geometrical factor g = d/A4. d is the distance
between voltage contacts, a is the half-thickness of the slab, and A4 is the
cross-sectional area perpendicular to the current path (4=2aX), Figure 2.11.
A more accurate equation for the low frequency inductance of a rectangular
slab 1s [46] originally given by Terman [45], here converted to SI units,

+1.19 + 0-22107—}—75] nH em™!

w+t

L=2 [ln

-

R TR

1"."r ]

d

\\\\\\\\\\\\\\
2a /}i

(2.136)



Figure 2.11 Rectangular slab with four contact pads for the
measurement of impedance. The current I is injected

into contact I'" and extracted from contact I". The
potential drop V is measured between the inner voltage
contacts using a high input impedance voltmeter. This
minimises contact resistance effects.

where [, w, t are the length, width and thickness of the slab, respectively. For
a square sheet / = w > > ¢ then L,,=2.82 nH cm’!. These values decrease by

approximately 10 per cent at microwave frequencies [46].

2.6.2 Impedance
Re-write (2.133) as

J = jwlo./(jw) + € — 1/(w’L,)|E = jwe*E (2.137)
where the effective permittivity &* is
e* =¢—1/(w’Le) — joe/(w). (2.138)

The impedance for the loss free case is from (2.46)

E, _\/7 (2.139)
H, Ve

7 =

Substituting for &* gives

- \/Z = ufle—1/@L) — jo /@) = 22 @10

g

where the propagation constant is

v = \/—w2u€ +p/Le + jwpo. (2.141)

If there 1s no inductive current, that is, x/L,=0 then



Y \/—W2M5 o, (2.142)

which agrees with the lossy medium case equation (2.58).

2.6.3 Complex u and &

In this section, the material is considered to have complex permeability and
permittivity. The total current is now

|4 |4
I=— +jwCiV + —Y*V (2.143)
Zr jwL}
where the stars * indicate complex components. The normal inductive
impedance becomes

Zin = Ry + jwLi = R, + jw(L,, — jL;) (2.144)

Hence,
Z3}, = Ry +wL, + jwL;, (2.145)

where
Ly =Ly, —jLy, L,=u'a’g, Ly =p"a’g (2.146)

The superinductance is
L = L) — jLY = /X9 — ju"N°g (2.147)
The current density becomes
J* = [0 + jwe' — j/(wL?)|E (2.148)
where

R LII
ol = Zzg + ’\*92 + we”
ZLn wL}\

(2.149)




1 W’Llg N L\g (2.150)
* %2 *2
L} z L

2.6.4 Mutual coupling effect

The impedance of two inductors in parallel is given by Raven [47]

 Zh1Zy— X3, (2.151)
T+ Zo— X2,

where Xjs = joM i1s the mutual inductive reactance coupling the two

inductors. For the case of normal current coupling with a supercurrent,
Figure 2.10, then

Z1=Zn=Rn+ijn, Z2=Z)\=R)\-|—ij)\, XMijM (2_152)

where Z,, Rj,, L, are normal impedance, resistance and inductance,
respectively. Z;, R), L, are superconducting impedance, resistance and

inductance respectively. Any or all of these parameters may be complex due
to complex u and . However, the normal conductivity o,, is only likely to be

complex at optical frequencies, far exceeding this quasi-static approximation
(see page 40). Although ideally R) is zero, in practice, some loss may occur

due to vortex dissipation.
The mutual coupling is defined by

M = kv/Li{Ly = kv/L, L) (2.153)

where £ is the coupling coefficient, which is expected to be close to unity for
a simple superconductor. The total impedance, including the parallel leakage
impedance Zj is

_ %4 . Z (2.154)
Z+ 7 Z/Z;+1

Zr

The admittance Y=1/7is

Yr=Z"'+2Z" (2.155)



For a simple rectangular device, Figure 2.11, length d and current path
crossectional area 4; the specific admittance 1s yp = Y7d/A = Y7g where g =

d/A. The current density is then
J=yrE = (y + y))E = YrgE (2.156)

To check this put X3,=0,R,=0 and y; = jwC,,g = jwe. Hence,

R wlL 1 (2.157)
J = 4 jwC, — g 4+ E =YrgE
z, J(Z%n wLx) T
J = [oe + jwe — j/(wL.)|E = yrE (2.158)

where 0, = R,g/Z} , ¢ = Cpg and 1/L, = [w’Ly/Z} + 1/Ly]g. This
agrees with (2.133) and (2.134). Note that if ¢ or ¢ are complex then the real
and imaginary parts of (2.157) and (2.158) are modified.
2.6.5 Normal state with complex u and &
In this case assume 4 — oo. Hence L)=0 in (2.135). Introduction of complex
U gives

Ly = pa*g= (b — ju" )Ly Ln = poa’g (2.159)

g=d/A, A is the crossectional area of the rectangular device length d, Figure
2.11.

> — Ry Ry (2.160)
e — - .
R2 + [wLm(p — ju"))° Al —JjB
1 WlLh,g  wiLyg (2.161)
Le  R2+(wL,?® Al—jB
Al+jB . . . Al +jB (2.162)
J = Rngm +]Cd(€/—]€//) — ]WLngm E

Hence,



J=(CAl1+ DB+ we")E + j(BC — DAl + we')E

(CA1 + DB + we")E

tan § —
an BC — DAL + we'

where

A1=R}, + (wLm)*(u” + "), B=2p'p" (wLn1)”

R,g wlyg

C:—, = ——
Al12 + B2 Al12 + B2

2.7 Proof of equation (2.128)

Re-writing (2.124) as
Ve = LyE,[1 — €e”]
where
z=(—271/A)(1+j)L,
The binomial expansion of €* is
e"=1+z/1! +2%/21 +2%/31 4+ ...

The first term of this expansion leads to

(2.163)

(2.164)

(2.165)

(2.166)

(2.167)

(2.168)

(2.169)

Vo = LyEo[1 — €*] = LyE,[1 — (1 + z)] = LyE, — LyE,(1 + ) (2.170)

Substituting for (2.168) gives (2.128)
27

Vo = =Ly B,|(=2m/A) (1 + j)]L. = LyEo—~~ (1 + j) L.

(2.171)



Chapter 3
Power dissipation and Poynting's theorem

3.1 Steady state dc power dissipation

The work done per second or energy per second, that is, power dissipated is
p=dW/dt =F.dr/dt = p,E.v=E.J (3.1)

where r is the distance moved by the charge, v its velocity and J the electric current
density J = p,,v. Hence, the power dissipated per unit volume is

p=E.J, watts m™3 3.2)

This energy loss per second can then be equated to the energy or power in the
electric and magnetic fields, leading to Poynting's theorem.

For uniform current flow J = I/A, where A is the cross-sectional area of the
conductor length I, E = — V yw = VJ/I volts per m. Hence, the power dissipated in
volume /4 is

p=E.JIA=(V/)(I/A)IA=VI, watts (3.3)

In an alternative approach, the work done on moving a charge ¢ through a
potential difference V' is W = gV joules or eV electron volts. The current is / = g/t.
Hence, the power dissipated is

p=W/t=VI, watts (3.4)

The first approach is important because it can immediately be related to Maxwell's
equations as shown in the section on Poynting's theorem 3.3.



3.2 Power dissipation in the time and frequency
domain

3.2.1 Time domain

Time-dependent electric and magnetic fields are common and range from transient
effects such as switching on/off lights or motors, charging and discharging
capacitors, and transient phenomena, including electrical breakdown in insulators
and air, such as lightning. In general, power dissipated or delivered to a load is
determined from the product of the time-dependent functions w(¢) and i(¢). The
energy delivered to a load for 11 <t <tp is then

w = / * o()i(t)de (3-5)

t1

3.2.2 Frequency domain

For sinusoidal currents and voltages in the frequency domain, consider the case of a
resistor in series with an inductor with sinusoidal current i and sinusoidal voltage v
which leads the current by a phase angle ¢, [27]. The maximum values are i, and

Vin, and the instantaneous values are
i =1, sin 0, v=uv, sin(f+ @) (3.6)

where 6 = wt. The instantaneous power is

P = Vi = Uiy, sin 0 sin(f + ¢) (3.7)
P = Vi = Upyipy, sin Osin 0 cos ¢ + cos 6 sin @) (3.8)
Substituting
sin’0 = %(1 — cos 26), sin 0 cos 0 = % sin 26 (3-9)
gives

b= Umlm %(1 — COs 20) CcoSs ¢+ % sin 260 sin ¢ (310)

P = (Umim/2)[cos ¢ — cos 20 cos ¢) + sin 26 sin ¢ (3.11)



Now the rms current and voltages are given by
I=Tms = im/V2, V=Voims = 0n/V2, IV = Vipslms = Opin/2 (3.12)
Hence,
p=VI cos ¢ — VI cos (20 — ¢) (3.13)

The power factor is defined as

PR mean power P (3.14)
rms volt amps VI
For the RL circuit
PF = cos¢ (3.15)
The mean power is
P=VI cos ¢ (3.16)
3.2.3 Instantaneous power
Expanding (3.13) gives
p=VI cos ¢ — VI cos ¢ cos 20 + VI sin ¢ sin 20 (3.17)
Thus
(3.18)

p = steady power in R — osc. power in R at 2f + osc.power in X at 2f

The terms in (3.17) are:

1. First term. Steady power dissipated in the resistive or Ohmic elements
P=I*R=VI cos ¢ watts (3.19)

2. Second term. Oscillatory power at 2f dissipated in R. Does not involve stored
energy and is usually ignored.

3. Third term. Oscillatory power at 2f dissipated in reactive elements X. Important
in power systems and associated with reactive stored energy in L or C. It has a
maximum value

Q="VIsin ¢ = I*X vars



The instantaneous power is then (3.20)
p=P+Q (3.21)

where P and Q are given by (3.19) and (3.20), respectively. These may be
expressed in phasor form

S =P+ jQ =VI(cos ¢+ j sin ¢) (3.22)

But note that

1. P is the steady state non-oscillatory power measured in watts.
2. Q is the maximum value of double frequency oscillatory power flow into the
reactance X measured in vars.

None of these P, Q or S are sine components at frequency f with instantaneous
time value.

Now let I have a phase angle ¢ ahead of V which implies that the circuit is
predominantly capacitive. Hence,

¢ = ¢r— ov (3.23)
Let the current and voltage phasors be given by
I=a+jb, V=c+ jd (3.24)
P=VI cos ¢ = VI cos(¢p; — ¢v) (3.25)
= VI|cos ¢ cos ¢y + sin ¢ sin ¢y| (3.26)
= VI[%. % + % %] = (ac + bd), watts (3-27)
Q =VI sin ¢ = VI sin(¢; — ¢v) (3.28)
= V[sin ¢; cos ¢y — cos ¢; sin ¢y] (3.29)
(3.30)

d
= VI[E. A —] = (bc — ad), wvars

The phasor product I. V should give dimensions of power. Thus

I.V = (a + jb)(c + jd) = (ac — bd) + j(bc + ad) # P + jQ (3.31)



Hence the real part of I. V does not give P and the imaginary part does not give
Q. To overcome this problem we take the complex conjugate of either I or V but
not both. The two schemes are

1. S =V=I=(c—jd)(a+ jb) = (ac+ bd) + j(bc — ad) (3.32)
= P+ jQ, as equation (3.22) .

2. S =V.I* = (c+ jd)(a — jb) = (ac + bd) + j(ad — bc) (3.33)
=P — jQ, different.

In scheme (1) using the supply voltage phasor as the reference (datum) then if

V =V 4 0=V — j0=V* (3.34)
I=1p+ jlg=1I(cos ¢+ jsin ¢) (3.35)
S=V*I=VI=VIp=+jVIp=P+jQ (3.36)

Hence, the P and QO components of S are directly related to the current
components /p and 10, their magnitude and sign.

In Scheme (2), Q is positive for inductive loads and lagging current. Since a
very large proportion of industrial loads are, inductive then with +Q the vars are
positive. If Scheme (1) was employed, it would be necessary to nearly always refer
to negative vars.

3.3 Power Flow-Poynting's theorem

This section considers power flow in electromagnetic fields [57]. The theory
considers the additional energy due to electromagnetic effects. It does not include
other sources of energy dissipation due to mechanical and acoustic energy inputs,
[58]. Consider an electrical power source pg applying energy to a material with

volume V. The energy dissipated W per unit volume is the work done by the
applied field E in moving charge a distance d

W =p,E.d (3.37)

where p,, is the volume charge density. The rate of energy dissipated is the power
dissipated



dW dd

W :pd:pUEE :va.V

(3.38)

where v is the charge velocity. Also by definition the current density i1s J = pv.

Hence, the power dissipated per unit volume is

Pd = E.J
From Maxwell's Ampere equation J = V x H-D where D = 6D /0t
Pd = E(V x H— D)

Using the vector identity
V.(ExH)=H.(V xE)-E.(V x H)
pi=[H.(VxE)—V.(E x H) — E.D]
Substituting for Maxwell's equation V x £ =— B gives
pi=—[H.B+D + V.(E x H)]

Integrating equation (3.43) over volume V gives
P; = —[/ [H.B + E. D]dV+/ V.(E x H)dV]
14 14
Using Gauss's theorem
/ V.(E x H)dV = }[(E x H).ds
14 S
gives
Py = —[/ [H.B+E.D]dV+]{(E x H). ds]
14 s
Integrating (3.39) over volume V gives

P; = / E.JdV
14

(3.39)

(3.40)

(3.41)
(3.42)

(3.43)

(3.44)

(3.45)

(3.46)

(3.47)



Equating (3.46) and (3.47) give

/ E.JdV = —[/ (HB + E.D)dV_|_ ‘%(E x H). ds] (3.48)
|4 1% S

Thus, the total power dissipated is equal to the sum of the rate of decrease of the
electric and magnetic energies in the volume J and the power flow out across the
surface S. From this (3.48), the flow out can be expressed by

]{(Exﬂ)-ds= —[/ (H.B+E.D + E.J)dV] (3.49)
S 1%

This shows that the total power flow out across the closed surface S is equal to the
rate of decrease of the energy in the electric and magnetic fields plus the Joule
power dissipation in the volume V. This is Poynting's Theorem. The vector

S=EXxH (3.50)

is Poynting's vector. This has dimensions of Watts/m* and its direction is that of
power flow. The symbol S is used for the Poynting vector not to be confused with
the area vector S. For this reason some authors use the symbol &2

For the case of energy flowing into a material (3.49) can be rewritten as

8=—f(ExH)-ds=/(H.B+E.D+E.J)dv (3.51)
S 14

The first equation on the left is the power into the material-negative IN, positive
OUT. The first term on the right is ohmic loss and the second term on the right is
the EM power.

In applying Poynting's theorem E and H must be causally related i.e both must
arise from the same EM source. Electric current (ac or dc) flowing towards a load
in a wire pair will have a magnetic field surrounding the wires coupled to an
electric field between the forward and return wires. This will give rise to a Poynting
Vector with direction towards the load and magnitude proportional to the power
dissipated in the load. A capacitor containing a steady charge Q and zero current
flow, placed in an external magnetic field, is a case where the Poynting vector is
Zero.

3.3.1 Poynting's theorem — alternative derivation

The rate of flow of electromagnetic energy density (power) outwards from a
volume V is equal to the rate of decrease of the total energy



(3.52)

e OE> u OH?
p__li o T2 o +E'J]

where the first term is due to the energy density in the E and H fields and the
second term is Joule heating due to the current flow. Since ydy = dy*/2 then

OE 0H (3.53)
=—|eE.— +puH. — + E.
D [5 5 + 5 + J]
L 0D 0B (3.54)
[ %

0D 0B
- [E.(WJFJ)JFH.E] (3.55)

Using Maxwell's equations J = V x H — D and V x E = —B. This gives
p=—[E(D+V xH-D)—H.(V x E] (3.56)
Hence,
p=—[E.(VxH)-H.(V x E)] (3.57)
Using a vector identity the latter equation becomes
p=V.(E x H) (3.58)

Integrating (3.58) over the volume enclosing the energy and using the divergence
theorem gives

P= }[S(E « H). ds (3.59)

This is positive and equals the total flow of power out over the surface S of the
volume V. Integrating (3.54) over the same volume V gives

j = —/[E.D+H.B+E.J]dV (3.60)
|4

This is the same power but it is negative and represents the decrease in power
contained in the volume V. Equating (3.59) and (3.60) gives



]{(ExH)-dSZ —[/ (H.B +E.D + E.J)dV] (3.61)
S 14

which agrees with (3.49). This alternative approach assumes equations for the
energy density in the £ and H fields and the Joule equation E.J. The previous
approach, [59], only assumed E.J as a dissipation source and derives Poynting's
theorem from this.

3.3.2 Superconductivity

The most widely used theories to describe superconductivity up to about 1986 were
the thermodynamic theory of Gorter and Casimir [52], the electromagnetic theory
of London and London [51], the theory based on second-order phase transitions by
Ginzburg and Landau [53], and superconductivity at a microscopic level due to
Bardeen et al. [54]. A general theory for the high-temperature superconductors
discovered in 1986 [55] remains to be fully developed.

In a superconductor which obeys London theory [51], the current density is
given by

Js = —gqnsvs (3.62)

where ng and vg are the supercarrier density and velocity respectively. Assuming no
collisions the equation of motion is

* d;s _ B (3.63)
Hence,
dc.i]ts - d;;s _ q;n*s E (3.64)
This leads to London's First Equation
aJs _E (3.65)
dt A

where A = m*/(nsq®) = pA2 and 1 is the London penetration depth. The power
dissipated is then

aJ, (3.66)

pa=EJ,+EJ,=E.J, + AJ; 7



dJ? |
pd:E.Jn+E.Js:E.Jn+§ ot (3.67)

The first term is due to dissipation of the normal fluid. The second term is due to
dissipation of the superfluid. This is time or frequency dependent and is zero in the
steady state. Poynting's equation (3.51) then becomes

3=/[E-Jn+AJs.JS+H.B+E,]j]dV (3.68)
1
For linear Ohmic materials this can be written as
—J2 L d 3.6
3:/ LAV + == [ (eB*+ pH? + AJ2)dV (3.69)

Thus, the supercurrent only contributes to the time dependent term or inertial term
of the power flow.

3.3.3 Complex Poynting vector

In this section we consider power flow in lossy materials where the applied field
varies sinusoidally with time defined by

E =E, cos(wt +6), H=H, cos(wt + ¢). (3.70)
or
E = E,Z.(e/“9), H = H,Z.(e/“9). (3.71)

The power flow is given by the real part of the Poynting vector

S =%.(E) x Z.(H) = (E, x H,)cos(wt + 0)cos(wt + ¢) (3.72)
= (B, x HL,)[cos (2wt 1 0+ @) + cos(6 — ¢) (3.73)

The time average Poynting vector is

1 [ 1 74
<S8 >= T / Sdt = E(EO x H,)cos(0 — ¢) (3.74)
0

since the time average of the first cosine term is zero. Put in terms of the phasors



E =E,e’, H=H,e (3.75)
Hence,

1

<S>—Zr[BxHY, <S>= %e%[ﬁ* « ] (3.76)

where * is the complex conjugate. Assuming a volume of material ¥ bounded by
surface S, the total power flow out of S is

1 L) L ]_ A~ A~
S S 2 2 174

Using the vector identity
V.(E x H*) = H*.(V x E) — E.(V x H*) (3.78)
and substituting for Maxwell's equations
VxE-= —jwuﬁ, VxH =J— jwe*E* (3.79)
gives
V.(E x H*) = —E.J* + jwe*E. E* — jupH. H* (3.80)
The first term on the right is due to joule heating and its time averaged value is

1~ ~
<ps>=-E.J* (3.81)

The time-averaged stored energy density in the electric and magnetic fields is

]. = = ]_ = P
< wg >= ZeE,E*, <wpg >= Z,UJH.H* (3.82)
Hence
V.(E x H*) = —2<pyq > —4jw[< wy > — < wg >] (3.83)

and the power flow is



< S>. ds = 1§ ExH*ds (3.84)
3 2 s
=— [, <pa>dV - 2jw [,[< wg > — < wg >]dV
v |4

This is the complex Poynting equation, which relates the electromagnetic power
flowing through a surface S, the joule heat dissipation, and the difference in energy
stored in the electric and magnetic fields within the volume V of material. If there is
a power source P within the material, then this is added to the right-hand side of

this equation, which can then be written as

P, = Py 4+ 2jw(Wy — Wg) + P, (3.85)
where
P; = —/ < pqg>dV (3.86)
14
WH—WE:/[< wg > — < WE >]dV (3.87)
14
1 ~ ~
P, == 7{ B« f*. ds (3.88)
2 Js
Example

A plane wave propagates in the z-direction in free space. The electric field is
E=100ayVm™!. Determine the power density and its direction.
The time average Poynting vector

1 ~ =~
<8>= R [E x H'| (3.89)

gives the time average power density and its direction. The characteristic
impedance is

_E, (3.90)

where Z,=377£ is the characteristic impedance of free space. Thus
E,H,=FE2/Z, (3.91)

Hence,



1 1
<S8 >= EExHyaz = EEg/ZOaz (3.92)

and
< 8§>=10/754 a,=13.26 a,, Wm~ (3.93)
Hence, the power flow density is 13.26 Wm 2 in the z-direction of propagation.

3.3.4 Relaxation dependence

In general the conductivity, permittivity and permeability may be complex due to
relaxation dependence and become, respectively

o = al+joll, € =¢el—jell, €* = ¢el+jell, p = pul—jul (3.94)
The complex Poynting equation is then
$g < S>.ds = % I [(—alf). E* — wenE. E* — w,ullI/-\I. ﬁ*) (3.95)
+j(—onE.E* + w(e/E. E* — wH. ﬁ*))} dv
If the field contains a source of power P then Poynting's equation becomes

§s < S>.ds = 1§ ExH".ds (3.96)
= P, — prddV — 2jwfv[< Wy > — < Wg >|dV

or
1 [~ =&
Ps:/pddV+2jw/[< WH>_<WE>]dV—|—E%EXH*.ds (3.97)
v 1%4 S

Taking into account relaxation effects this becomes

P, = L Jy | B+ w(enB B+ L HY) (3.98)

+j(onB. B* + w(wH. H* — ¢/E. E*))}dv +1§.Bx H.ds

If the material contains superconducting currents obeying London theory the
power becomes



P, = 5 [y [onE? + w(enE® + pinH?) (3.99)
40! B2wt + AJ? + wH? — s/E2)}dV +1 4B xH*.ds

where A = pA2. Since u is complex, g = p/—ju/, this leads to

(3.100)
P, = 5 [y lowE? + w(enE? + pnH? + pundi J2)

+jw(owmE?w ™ + w2 J2 + wH? — 5/E2)} dv + 5 fsf} x H*.ds

3.4 Impedance

Defining the wave impedance as

E - E . - 3.101
Zw)=—, H= ——, E=HZ(w) ( )
H Z(w)
then since H. H* = H?and E.E = E?
H? E? (3.102)
< Py >= Re|Z(w)] = Rell/Z(w)]

2 2

3.5 Complex voltage and current

Equations similar to Poynting's vector can be derived by considering complex
current and voltage dissipating power in a lossy circuit. In this, we assume the
quasistatic approximation with negligible radiation losses in which voltage v and
current i can be determined. By definition, the electrical power supplied is vi where

v = vocos(wt + 0), i =i,cos(wt+ @) (3.103)
v = Re[v,e?“*9)], i = Reli,el“H9)] (3.104)
v = Re[te’], i = Relie’] (3.105)

where



The instantaneous power dissipated is
P; = vi = Re[v,e? 9] Re[i el “?)]
P; = v,i,cos(wt + 0)cos(wt + ).
Using
cos|[(A + B)/2|cos[(A — B)/2]=(cosA + cosB)/2
wt+0=(A+B)/2, wt+¢=(A— B)/2
gives
A=2wt+0+¢, B=0—¢
P; = v,i,(cos A+ cos B)/2
P; = v,i,[cos (2wt + 6 + ¢) + cos(0 — ¢)]/2

The time average of the instantaneous power flow is

]' T O'O O'O (60—
< P >= T/ P;dt = Yol cos(0 — ¢) = Re [gej(a ¢)
0

2 2

since the time average of the first cosine term is zero. Hence,
, 1 o 1 i
< P >=<vi>= ERe[m | = ERe[v 7]

where

6

D=wv,e!, v =wv,e ™ =1, 1*=i,e?

3.5.1 Alternative analysis
Equation (3.105) can be expressed as
v = (0e™ + e ) /2, i = (%ej“’t + %*e’j‘*’t)/2

Proof:

(3.106)

(3.107)

(3.108)

(3.109)
(3.110)

(3.111)
(3.112)
(3.113)

(3.114)

(3.115)

(3.116)

(3.117)



i = (1e™ +ive ) /2 (3.118)

(3.118)
= i,[cos(wt + @) + jsin(wt + ¢)]/2 + i%[cos(wt + @) — jsin(wt + ¢)]/2

= i,co8(wt + @), qed (3.120)
The instantaneous power dissipated is
P; = vi = (0e/ + 0*e 1) (15t + 1*eTt) /4 (3.121)
= (01€™" + 01" + %0 + D*i*e ) /4 (3.122)
The time average of the instantaneous power flow is

1 [T . . 12
<P>=_ / Pt — (33" + 1) /4 (3.123)
0

since the time average of the first and fourth periodic terms are zero. Hence,
assuming vi* = v*1

< P, >= Re(9i*)/2=Re(*1)/2 (3.124)
3.5.2 Impedance
Define the impedance as
20)= %, i= g, 9=i2) (.125)
Then, since 4¢* = 32 and 90* = v?
i2 v? (3.126)

<P >=<vi>= EoRe[Z(w)] = fRe[l/Z(w)]

3.6 Power dissipation in an LCR circuit

For a general series L, C, R circuit the power applied to the circuit = the power
absorbed by the circuit



vi = vrir +veic + VRIR (3.127)

where /7 = ip. The basic equations for L, C and R are

vL:L%, iC:CCZ)—tC, vr = irR (3.128)
The power dissipated in each component
. (3.129)
ipvg = iLL% = %(Li%ﬂ), icve = Cvcd(z;_tc = %(Cvé/z), iRUR = iR R

(Note : If ydy — dy?/2, then / ydy — / 022, i ot j2—y?y2) (130)

The power dissipated is then

d d
vi = —(Li2 /2) + —(Cv2/2) + 4R (3.131)
dt dt
This immediately shows that the energy stored in the £ and H fields is
1 1
Wi = 5 Li}, Wi = 5Cv} (3.132)

An example of Poynting vector and dc Power flow in a co-axial cable is given
by Parton et al. [20].



Chapter 4
The Skin Effect — introduction

4.1 Introduction

The solution of Maxwell's equations for periodic electromagnetic fields
incident on conducting materials gives rise to modified wave equations
(Helmholtz equations) (2.50) and (2.54). These equations yield periodic
fields resulting from the second derivative and diffusion fields due to the
first derivative term. The result combines to give periodic electromagnetic
amplitudes, which decrease exponentially from the surface as the wave
penetrates into the conductor. Because the fields E, H, J and vector
potential A obey similar Helmholtz equations, these fields will all be
expected to diffuse from the surface with amplitudes decreasing smoothly
as they penetrate the conductor. The depth of penetration is found to
decrease as the frequency increases. At very high frequencies in the region
of microwaves, the depth of penetration is of the order of micrometers. The
variation of the depth of penetration of the EM fields is referred to as The
Skin Effect. At microwave frequencies, the skin depth may be less than one
micrometer. Hence, only a thin film of high conductivity silver or gold
coated onto a rigid substrate is necessary for low-loss microwave
applications. Since the microwaves only penetrate into the silver, a less
costly substrate material can be used. Although, as we show further on (4.2)
high conductivity (low resistivity) metals lead to lower skin depth. This
effect is compensated for by the low loss in these conductors.

Although the term Skin Effect was originally intended to refer to the
shallow depth of wave penetration at high frequencies, it tends to be used



more generally to include any depth of penetration if the cause is the same
as for microwaves. Hence, even at low frequencies, the Skin Effect can be
important. In copper at 50 Hz, the penetration depth is 0=9.28 mm and
0=8.47 mm at 60 Hz. Thus, in high power applications, it is a waste of
copper to increase the radius above about 1 cm and hollow metal tubes can
be used. The skin depth is also inversely proportional to the magnetic
permeability u,. Hence, if conductors are employed that have high y;., steel,

for example, then the skin depth will be reduced further as shown in Figure
4.3.

4.2 Skin Effect — a brief history

The notion of the Skin Effect essentially follows closely that of the
developments in electromagnetism and radio engineering in particular,
[45,60,61,69,70]. Although James Clerk Maxwell had earlier determined
the equations for the penetration of an EM field into a cylindrical conductor,
the term Skin Effect was not used until later. See references [3] and
footnotes by J.J. Thomson and [62]. Some of the earliest experiments on the
Skin Effect were carried out by Sir Ambrose Fleming [63]. Later, Arthur
Kennelly and his co-workers used a large copper wire meander for
measuring the Skin Effect in solid round copper wires [65]. Kennelly's
work extended earlier measurements performed by Fleming [63]. These
experimental measurements confirmed that if the current is alternating the
solution of Maxwell's equations shows that inside the conductor the EM
fields obey a diffusion law. The current density decreases towards the centre
of the conductor and decreases more sharply as the frequency increases.
Thus, because the cross-sectional area of the current path is reduced, the
high frequency resistance of the conductor increases with frequency
according to the well-known result, R, \/? ; a process generally referred
to as the Skin Effect. This leads to increased losses as the frequency
increases. This was very important in the early years of radio engineering
and practical details were discussed widely in the literature [45].

During the subsequent years, there has been a large volume of literature
on the theory and modelling of the Skin Effect [41,66]. In comparison, there
seems to have been very few papers concerned with directly measuring the



Skin Effect in simple conductors particularly at low frequencies. But
MacDougal set up some nice low-cost experiments for demonstrating the
Skin Effect to undergraduates [64]. Authors of theoretical papers frequently
refer to the experimental results of Kennelly [67,68]. However, Kennelly's
ac resistance measurements were limited to eight data points obtained
between 10 kHz and 100 kHz [65].

4.3 General description of the Skin Effect

The mathematical theory does not provide a physical explanation of the
diffusion mechanism, only that it is a result of the solution of Maxwell's
equations. By comparison, the diffusion of gases is explained by the atoms
or molecules moving from a higher concentration to a lower concentration
due to random collisions. But what is the mechanism for electric and
magnetic field diffusion? A classical physical explanation of the Skin
Effect, [45,59,69], is that when alternating current flows in a conductor, the
variation in magnetic field induces secondary currents, Eddy Currents,
which increase with increasing frequency. These oppose the externally
applied supply current in accordance with Lenz's law. In the case of
cylindrical conductors or wires, the amount of magnetic flux linking the
conductor is higher at the centre of the conductor than the surface, Figure
4.1(a). This reduces the supply current in the centre of the conductor,
increasing its resistance, which increases further as the frequency increases.
In the case of a rectangular conducting bar or strip, the greatest
concentration of flux lines is in the centre, decreasing at the corners and the
surface. This gives the largest current densities at the surfaces, followed by
the corners and the least along the central axis of the conductor as for the
cylindrical conductor, Figure 4.1(b). However, in the rectangular case a
more detailed analysis shows that the field lines follow complex patterns at
the corners than is shown in this figure. This is not the case for the
cylindrical geometry which is more ideal for analytical purposes.



(a) (b)

Figure 4.1 Flux lines in (a) cylindrical conductor, (b) rectangular
conductor. The field line patterns in the corners are
more complex than shown.

These interpretations may also be considered in terms of the wire self-
inductance L. The wire self-inductance is defined as the ratio of the
magnetic flux ¥ linking the conductor to the current /, that is, L = ¥/I. If the
flux linking the conductor is less at the surface compared with inside the
conductor, then the self-inductance is higher inside the conductor compared
with outside. The reactance, wl, is therefore higher inside the conductor
and the current is redistributed towards the surface. Again, the effect is
more significant as the frequency increases.

If the mean free path of the conduction electrons /,, approaches the field

penetration depth then the classical Skin Effect theory breaks down and the
nature of the penetration is referred to as the Anomalous Skin Effect [72].
This normally occurs at high frequencies since, as mentioned, the skin
depth decreases with increasing frequency and eventually 06 — /[ In
addition, the atomic and electronic structure of solid surfaces may deviate
considerably from the bulk properties. In the classical treatment, Maxwell's
equations do not consider the microscopic nature of matter, only
macroscopic fields averaged over a large number of atomic dimensions.

In general, it is not possible to obtain simple analytical equations for the
Skin Effect in an arbitrary shaped conductor such as for example complex
shaped transformer laminations or complex geometries in microwave
circuits. For such problems the diffusion equations are solved using field
plots and numerical methods [20,71,110]. Analytical solutions can,
however, be obtained for simple geometries such as cylindrical wire



conductors and rectangular conductors. First, however, we consider a
simplified method of analysis. This is followed by a more detailed analysis
using Bessel functions.

4.4 Conducting half-space

To illustrate the Skin Effect, consider a good conductor such as copper
where = > 10. The transverse electromagnetic (TEM) wave travelling in

the z-direction is incident on the conductor, which extends to infinity in the
positive x, y and z dimensions, that is, half-space. The electric field is
defined by E, = E, cos(wt). Inside the conductor this becomes (c.f.
(2.84))

E, = E,e” @18 cog(wt) (4.1)

For a good conductor we found that a = f=1/6 where

9 4.2)
=1/ = ——
WHo
Hence, we can write
E, = E,e */° cos(wt — 2z/4) (4.3)

The penetration depth 6 has dimensions of metres and is known as the
Skin Depth. This corresponds to the distance the wave propagates before its

amplitude decays to e ! (about 37 per cent) of its maximum value, Figure
4.2.



Current density penetration into a good conductor
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The magnetic field is

Eo e */° cos(wt — z/8 — 7/4) (4.4)

H,=—
Yoz

where for a good conductor the impedance is

144
Z:j wp/o =

V2

which gives ¢=45°. The current density is taken as J, = oE,. Hence this

1+ (4.5)
od

becomes,
J, = 0E,e /% cos(wt — 2/8) = J,e /% cos(wt — z/0) (4.6)

where J,, is the current density at the surface of the conductor where z=0.

The current density therefore diffuses into the conductor decreasing
exponentially with distance from J,, at the surface (z=0) to J,e '=0.368J,, at

z = 0. From (4.2), the skin depth decreases with increasing frequency, so
that the Skin Effect becomes particularly important at very high
frequencies, Figure 4.3. In this case, the decreasing skin depth for a given
conductivity, leads to an enhanced surface impedance as shown by (4.5).

4.5 Approximate methods

By assuming that most of the ac resistance increase occurs for one skin
depth then the Skin Effect can be used to estimate the increase in resistance
due to EM diffusion. This analysis is approximate because the resistance
decreases exponentially from the surface of the conductor. One skin depth
accounts for 67 per cent of this resistance change from the surface, z=0 to z
= 0. A more detailed analysis requires the solution of the Helmholtz
equations for the particular conductor geometry and boundary conditions
concerned. This is considered further on in the text.



4.5.1 Cylindrical wire

Consider first a cylindrical conducting wire radius a, length / and skin depth
o0, Figure 4.4(a). The d.c. resistance is

R, — pl (4.7)

/ N - W N
f /\\ ...... S
[ 5} q >

| & ,

(a) (b)

_,
-

Figure 4.4 Sections through (a) circular conductor and (b)
rectangular conductor. Both conductors have length [
perpendicular to the page

where A is the cross-sectional area of the conducting region. For the full
conductor 41 = ma?. For the full conductor, less skin depth 4 = n(a — ).

The area for a one skin depth conducting path is a tube with cross-sectional
area

Ag= A — Ay = 7[a® — (a — §)7] (4.8)
The ac resistance becomes

p _ P _ _pl(ma?) (4.9)
Ad 1 — (a—5)2

or

R 1 1 (4.10)




Hence, if 6 = a then R, = Rj.. If 6 K a then R;. > Rj.. See Figure
4.5

R,./Ry. vs 6/a where & is skin depth and a radius of wire.
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Figure 4.5 Variation of ac resistance R /R j. with skin depth J6/a

4.5.2 Rectangular conductor

Rectangular conductor geometries occur in thin film circuits, microwave
striplines and low-frequency power transmission lines. Consider a
rectangular conductor with width w, depth d and length /, Figure 4.4(b).
Assume that the conducting region is due to only a skin depth ¢. In this
figure, the conducting sectional areas 1-4 clockwise from the top are



A, = wdé + (d —20)d + wé + (d — 26)6=26(w + d — 20)
The ac resistance due to one skin depth becomes

_ pl
Hae = 20(w + d — 26)

or

R, wd
Ry, 25(’11) +d— 25)

If = w/2=d/2 then R, = Ry If § & w & d then e — __wd

R  20(w+td)

4.5.3 Tubular conductor

4.11)

(4.12)

(4.13)

Consider a cylindrical tubular conductor outside radius a, internal radius b,

length t and skin depth 0.

The area for a one skin depth conducting path is a tube with cross-

sectional area
Ay = 7la® — (a — 0)%] = 7(2ad — &)
The ac resistance becomes

_opl pl
- Ad N 7'('(20,5—52)

R

The dc resistance is

pl

Rae = i =y

(4.14)

(4.15)

(4.16)

Hence, the ratio of ac to dc resistance of the tube for one skin depth is

Ry, a’? — b?
R;.  2ad — 82

(4.17)



4.6 Methods of reducing Skin Effect

One method of reducing the Skin Effect in a conductor is to use several
parallel wires insulated from each other, twisted together and shorted at
each end. The total resistance is then approximately R7 = R/n, where R is

the resistance of one wire and n the number of wires. This arrangement is
known as /itz wire or ‘Litzendraht’ conductor, and 1s useful for frequencies
up to about 500 kHz. The advantages become less at frequencies beyond 2
MHz due to irregularities in the twisted wires and capacitance between the
strands, [45] p. 37. Generally stranded conductors have a large surface area
than single conductors, which reduces the Skin Effect. In printed circuit
boards (PCBs) thicker copper layers or multiple layers are used to decrease
the conducting plane resistance and Skin Effect. A further method recently
reported suggests reducing the Skin Effect with a micro metre-scale gridded
fibre structure with currents arranged in a checkered pattern [50].

Although the skin depth is proportional to the resistivity of the
conductor (see (4.2)) increasing the resistivity will increase the power
losses. Hence low resistivity high conductivity metals such as copper or
silver are used to keep losses low. Equation (4.2) also shows that the skin
depth is inversely proportional to the wire permeability and frequency.
Hence, low permeability materials are chosen. Higher frequencies clearly
lead to a decrease in skin depth. However, the choice of frequency depends
on many other factors, so Skin Effect may not be the only consideration.



Chapter 5
Cylindrical conductor — axial alternating
current

5.1 Introduction

An ac generator supplies a constant current / = I,e/® parallel to the z-axis

of a solid cylindrical conductor or wire, length /, radius @ and uniform
resistivity p. In the case of a steady state (dc), the current is distributed
uniformly across the section of the conductor, and the current density is
simply given by J = I/(ma®) [75]. For alternating currents, the current
density 1s no longer uniform but is a function of the conductor radius » and
can be described by J(7, t) = J(r)é®. The following analysis is primarily
concerned with the current flow within the conductor. Current leakage and
flow outside the conductor are not explicitly included. However, some
consideration is given to the external inductance, which can have a large
effect on the impedance.

5.2 The electric and magnetic fields from
Maxwell's equations

The electric and magnetic fields are determined from Maxwell's equations.
The analysis initially leads to the Helmholtz Wave Equations or Equations



of Telegraphy which are the sum of wave and diffusion equations. These
finally give, for the £ and H fields, zero-order and first-order Bessel
functions of the first kind, respectively, with complex arguments. The
Helmholtz Wave Equations were derived previously, page 32, (2.50) and
(2.54) repeated here as

) ) 9°E 5.1

V’E = s + pe 52 + V(py/¢) (-1)
o0H 0*H 5.2

ViH = o5+ hep °?

For conductors like copper, the ratio of conductivity to permittivity is
(o/e, = 10'°). Therefore, the second derivative term for Hy in (5.2) is

neglected, and for good conductors, the Helmholtz equation for the
magnetic field becomes only a diffusion equation

Generally, for cylindrical conductors the components of the vector
Laplacian are [6] (p. 92)

S 2 05 (5.4)
2 _ 2 _Pr .
VS, =V=5, e 7 06
S 2 08 (5.5)
2g, — v2g, _ 2¢ p
VS84 = V=5, ? + 22 06
V38, = V38, (5.6)

5.2.1 Electric field

The electric field is in the z-direction and the scalar equation (with » = p) is
[20] (p. 256)

ViE,

1 0 ( OF, 1 0°E, O’E, (5.7)
=——|r + = +
r or\' Or r2 9> 022



With no variation of £, with ¢ or z then

Hence,
0%E, 1 OF, OF,
o Trar M )
5.2.2 Magnetic field

(5.8)

(5.9)

In this case for Hy with » = p no variation with ¢ and from (5.5) the vector

Laplacian is
H
VH, = V?H, — —>

r2

The scalar Laplacian for H¢ 1s [20]

V2iHy =

1 0 ( 8H, 1 0°H, 0’H,
——r + +
r Or\ Or r2 Qg2 022

With no variation of Hy with ¢ or z then

9 B l 0 8H¢ B l 8H¢ 82H¢
ViHy = ror\' or ) T or + Oor?
Hence,
0’H 1 OH H O0H
2 _ ¢ L ¢ Mo _ Uiy
v H, or? T r Or 2 Mo

An alternative solution is given in Appendix.

(5.10)

(5.11)

(5.12)

(5.13)



5.3 Sine waves

For sine waves, 0/0t = jw (5.13) and (5.9) become, respectively

0°Hy, 1 0H, 1 (5.14)
Or? +? or (E—I—]w,ua)ﬂ(ﬁzo
0°E, 1 0E, (5.15)
— — jwuocE ,=0
or? i r or JUHOT:
Putting
u = mrj3/2, m = \/Ew,ua) (5.16)
0’H, 1 0Hy (5.17)
—— 2 +(1—-1/u*)H;=0
8u2+u ou * [w)Hy
0°E, 1 OF, (5.18)
Ou? u Ou +B:=0
Bessel's equation order v is
2
1
a7y + 14y + (1 —v*/z*)y=0 (5-19)

Comparing this with (5.17) and (5.18) gives v=1 and v=0, respectively.
Hence the H and E fields are given by first-order and zero-order Bessel
equations, respectively, with complex argument u.

From (5.106)

H.— IO Jl(u)

(5.20)
? 7 2ma Ji(ug)

where J is a first-order Bessel function with complex argument u given by
(5.16) and u, with » = a. I, is the current amplitude and & = 1,/(27aJ(u,)).
Substituting (5.20) in (5.17)



y=J +J/u+J — J1/u?
Now
J=Jdo—Ji/u, J =J. = JJu+ Ji/u?

Thus,

y=J —Jju+ /v + T ju+J — i u® =T — T

But J! = —J;. Hence, y=0 as expected.

5.4 The current density

(5.21)

(5.22)

(5.23)

For a good conductor with current flowing in the z-direction, and assuming

the displacement current is zero, then
J, = UEza E, = sz
Equation (5.9) becomes

0*J.  18J. 9.

- —0
Or? + r Or i Ot

5.4.1 Sine waves

For sine waves, J,(7, ) = J,“" and 0/0t = jow, (5.25) becomes

0%J,
Or?

oJ,
or

1
- — jwpod =0

Putting

u=mrj>?%, m= \ﬂwua)

(5.24)

(5.25)

(5.26)

(5.27)



9°J, 18J,

.\ (5.28)
Ou? u Ou

+ J,=0
Bessel's modified equation order v for a function Z,(u) 1s defined by

0% Z,(u)
Ou?

0Z,(u)
ou

(5.29)

1
+_
U

Comparing this with (5.28) gives v=0. Hence J and E fields are given by
a zero-order Bessel equation with complex argument u, where u = mrj \ j.
The general solution is given by

Zy(u) = AJ,(u) + BN, (u) (5.30)

where J,(u) and N,(u) are Bessel functions of the first and second kind,
respectively, with order v. J,(u) are obtained from a series solution of the
Bessel equation [6] where

- (_1)8 v+2s8 (531)
v — —_— 2
Jo(u) 55:_:0 St ) (u/2)
To(u) = (u/2) [~ — (/2 | w2 w2’ 632
e v! (v +1)! 2!(v + 2)! 3!(v+ 3)!
1 ™
= —/ cos(nf — u sin 6) db (5.33)
™ Jo
N, (u) = Jo(u) cos v — J(u) (5.34)
sin nw
The Bessel functions of order zero is
2 4 6
Jo(w) =1 a2 (5.35)

(11 (2* (3)*
= = [/ cos(usin 0) df =1, u=0

The Bessel functions of order one is



v (w2 (uw/2)°  (u/2)7 (5.36)
N =5 -t E ~ gm T 0O u=0

Expansion of the series shows that at the origin J,, () is zero but N,,(u)

is infinite. In our case (5.28), the order v=0. A physical solution for this
case is therefore

J(u) = Ad,(u), J(a) = Ad,(ug) (5.37)

and the constant 4 has to be determined. At the boundary of the conductor,
r = a, where u, = amj+/j. Taking the ratio of these two equations
eliminates 4. Hence,

Jo(u) . (5.38)

t) = Juwt

J(u,t) = J(a) 7, () e
Equation (5.28), then becomes

0%J, 1 0J, (5.39)

W + Y + J,=0

Putting this as

J' +J Ju+ J,=0 (5.40)

'

where the primes ' and " refer to the first and second derivative of u
respectively and since J, = —J; and J) = —(J, — J1/u), then y=0 as
expected.

J, 1n (5.38) 1s not easily measured in practice. We, therefore, consider

the following. The ac generator supplies a current / = I,e/®’. The current
amplitude is then

I, — /J.ds _ A/ T, (u)2nrdr (3-41)
s 0

- %[ ", (u)du (542)
mj 0



Using the identity JuJ,(u)du = uJq (1)

I, — j27T2z4 gy (1) (5.43)
m
A m2I, B ml, (5.44)
B j27TUaJ1('UIa) B j3/227raJ1(ua)
Substituting for 4 in (5.37)
s PPmI, Jo(w) I, u, Jo(u) (5.45)
 2ma Ji(ug) ma? 2 Ji(ug)
Hence, the current density is
ug Jo(u) I, (5.46)
J=dse— ——5, Jie=—=
“2 (ug) 7 Tra?
Forr=a
ug Jo(tq) (5.47)
Jo = Jge—
2 Ti(ug)

As o — 0J,(u) — 1,J1(uy) — uy/2 and J(r) — L = J(r); the

m™a
average or dc current density, (see following section).

5.4.2 Average current density

The average current density is defined by

J(r) = % /a rJ(r)dr (5.48)
0

Thus, if the current density in the specimen Jj;;; is uniform and constant

then the average internal current density is J =(2/a?)Jin¢[a®/2]=Jint as
expected. Substituting for the current density (5.45) gives



_ 2 §32mlI, 32,2 [ (5.49)
J(r) = o7 Swad (u,) (mj>'*) /0 ud,(u)du

Using the identity
/uJo(u)du = uJ1(u) (5.50)
gives
_ 2 §32mI 2 (5.51)
T _ o :3/2 . .
1) = 2 gras sy (M%) ()
_ 32mI, 2 (5.52)
Y L
J(r) = 2maJi(ug) ug Ji(ua)
Thus
T(r) = 102 — T (5.53)

m™a

The average current density is therefore the total applied current divided
by the cross-sectional area of the wire as expected. This is the same as the
steady-state dc current density J ..

5.4.3 Kelvin equations

The current density may also be expressed in terms of Kelvin functions

Jo(u) = ber,(mr) + jbei,(mr) (5.54)
_ Jo(w)  ddo(w) g ddo(u) L do(u) (5.55)
Ji(u) = —— = = Frdme) 00 dimr) 0 d(mr)

J1(ug) = jY2[ber! (ma) + jbei, (ma)] (5.56)



J_ (J mIo> ber,(mr) + jbeiy(mr) (5.57)
N 2ma j1/2[ber! (ma) + jbei! (ma)]

ml, )j ber,(mr) + jbei,(mr) (5.58)
[

(5.60)

(
J— (m10> —bei,(mr) + jbero(mr; (5.59)
(35)

where from (5.43)

—j2rA
I, = —2""% berr, (ma) + jbeity(ma)] (5.61)
m
or
I - 2wAa [beit,(ma) — jbert,(ma)] (5.62)
m

Rationalising (5.60) gives the real and imaginary components of current
density

Re(J) = (mIO ) ber,(mr)beil, ma; — bei,(mr)berl,(ma)  (5.63)

(
27a ber’?(ma) + bei’?(ma)

ma) + bei,(mr)beil,(ma)  (5.64)

+ bei’?(ma)

2ma ber

ml, "\ ber,(mr)ber!
ma

i) = o)

The final current density may be written in terms of the amplitude and
phase angle since for any two complex numbers z1 and zp we can divide

their moduli and subtract their arguments, that 1s, z1/zp = (r1/rp)arg(¢1 —
¢7). Hence,



J(t) = (mIo )\/ ber2(mr) + beiZ(mr) it ) (5.65)

27a ber’2(ma) + bei’2(ma)

where the phase angle is

_, bei,(mr) _, ber! (ma) (5.66)
— 1 — o =tan 1 —2 7 tqnt—o 7
¢ =91~ ¢2 = tan ber,(mr) T hei

5.5 Axial impedance

Let the axial impedance of the wire be defined by

_ V() (5.67)

where V(r) 1s the potential difference along the wire and / the total supply
current. V(r) is defined by

Vir) = - / E(r).dl (5.68)
!
where E(r) is the axial electric field given by
0A
_E(r) = VVi(r) + &Er) (569)

Vi(r) 1s the pd due to the internal properties of the conductor defined by

r<a. A(r) i1s the vector magnetic potential arising from the alternating
current. This is given by A(r) = Aj, A7) + Agy(r) with internal and external

values, respectively. Substituting (5.69) into (5.68) gives the impedance

Z(r) = —%/ZE(T).dI: %/l[VVz‘(TH 8*25’”) (570



1 [ 0A(r)

1
Z(T):T/ZVW(T).d1+7 gl (5.71)

The first term on the rhs of (5.71) is the impedance due to the internal
properties of the conductor. The second term is the contribution from the
wire inductance. We consider these contributions in turn.

5.5.1 Internal impedance term
Noting that in the first term in (5.71)

OVi(r) (5.72)
01

VVi(r) =

then the first term simply integrates to

Zi(r) = Vi;r), r<a (5.73)
The current density at a is
J=0Er)=0 Vi;’”) Vi) = 1 (r) (5.74)
Thus,
zi(r) = o2 (5.75)

From (5.45) with J determined at a

_3Pm Jo(ua) (5.76)
J)/T = 2ma Ji(uy)

Substitute in (9.21), and since m = v/2/§, then

3PV 2pl Ty (u,) (5.77)
Zilr) = 2mad  J1(uy)




Since the dc resistance is Rj. = pl/(ma®) then the internal impedance
may be written as

3/2
7, — Rdcj ‘a Jo(ug) (5.78)
\/2(5 Jl(ua)
or
g Jo(ua) (5.79)
Zi - Rdc? Jl(ua)

If 0 < a then 27wad 1s the cross-sectional area of a tube with thickness 0.
The resistance of such a tube is

_pl (5.80)
B = 2mad

As w — 0,Z — R as expected. Note that the factor / cancels in the
impedance calculation, so that no a priori knowledge of the applied current

is required.
5.5.2 Average axial impedance

The axial impedance averaged spatially over the conductor radius is defined
by

- 2 [ (5.81)
ZZ-:?/O rZ;(r)dr

Substituting for (5.79) gives the average axial impedance as equal to the
dc resistance

5.5.3 Axial impedance and Kelvin functions

The Kelvin functions can be introduced by substituting the current density
given by (5.60) into (5.75) to give



7. mlp [ber,(mr) + jbei,(mr)]
' 2ma [beil,(ma) — jbert,(ma)]
Substituting 72 — % (as in (5.79)) then

_ Rgea [ber,(mr) + jbei,(mr)]

i = V26 |beilo(ma) — jbert,(ma)]

(5.83)

(5.84)

This is similar to Marion and Heald, (5.85), [78] except that the signs
are reversed in numerator and denominator. This is because they use an

“unconventional” negative sign.

The final impedance may be written in terms of the amplitude and phase
angle since as before, for any two complex numbers z{ and zp, we can

divide their moduli and subtract their arguments, that is, zj/zp =

(r1/rp)arg(¢1 — ¢72). Hence,
Zi(r) =| Z; | &

where the amplitude is

Zi|= 22
| Zi | ber’?(ma) + bei’?(ma)

R a\/ berZ(mr) + bei?(mr)
V2 0

and the phase angle is

bei,(mr) _, ber

=1 — o = tan "L ) ygp-t 2D

ber,(mr) bei

Also the quadrature components are

Re(Z;) =| Z; | cos ¢, Im(Z;) =| Z; | sin ¢

(5.85)

(5.86)

(5.88)

Kelvin functions are useful for expressing the real and imaginary
components yielding the ac resistance, reactance and inductance and
allowing these to be compared with experimental measurements. Hence,

rationalising (5.84), the real and imaginary parts are



Re(Z:) = aR 4. ber,(mr)beil,(ma) — bei,(mr)ber!,(ma) (5.89)
o= V26 ber’?(ma) + bei’?(ma)

Im(Z;) = aRg. ber,(mr)bert,(ma) + bei,(mr)beil,(ma)  (5.90)
ey = V26 ber’?(ma) + bei?(ma)

The internal inductance 1s L; = Im(Z;)/w or

aR4. ber,(mr)bert,(ma) + bei,(mr)beil,(ma) (5.91)
w26 ber’?(ma) + bei!?(ma)

L; =

In terms of Bessel functions

Im(Zi) _ Ra m (ua Jo(ua)) (5.92)

L= Yo
w w 2 Ji(uy)

In a following chapter, the internal inductance is also calculated by
considering the energy in the magnetic field. The following chapter also
includes experimental measurements of the internal inductance.

5.6 Appendix

5.6.1 Induced magnetic field

The magnetic field arising from the applied current is obtained from
Maxwell's equation

curl E = —8—B (5.93)
ot
In cylindrical co-ordinates
0E,  OE 9E,  JE,
V xE= (%87_ a;)ap—i—(az —a—p)% (5.94)

l p6E¢ BEp
+p( op ~ 09 )Rz



In this case,

OF, B OFE B OFE, B 0E4 B OFE, 0 (5.95)
o0p 0z 0z  Op B¢
Hence, for sine waves and putting p =r
curl E = — 88ETZ as = —jw(B,a, + Byag + B,a,) = —jwBgay (5.96)

This shows that B, and B, must be zero. Since the partial derivative may be
replaced by a single variable derivative then

_B¢::fg_dEz (5.97)
Jjw dr

The electric field can be obtained from the applied current by E, = pJ,

where p is the conductor resistivity, assumed independent of E. The current
density, (5.38) in (5.105) is

Jo(u) (5.98)
Jo(ug)

Jz:Ja

where J, 1s the current density at the cylinder surface » = a and
u, = amj+/j. Substituting £, for J, in (5.97) gives

_p dJ; (5.99)
By = jw dr
B, — jU? pmdy  dJo(u) (5.100)
¢ wdo(ug) du

Using the Bessel identity dJ,(u)/du = — J1(u), gives

(5.101)

J, J
pm 1(u) r < a.



or

_ pad, Ji(u) (5.102)
 ue Jo(ug)

By

At low frequencies or u < 1, J,(u)=1 and Jy(u) = u/2, then (5.101)
becomes

By — plor . (5.103)

2ma2’ =

This agrees with vector potential calculations for the dc case [20].
Generally, for x<1, J1(x)/J,(x) = x/2 [91]. For the ac case, if = a and u,<1,

then (5.101) becomes

_ _ (5.104)
By = pJa/2= 2ma

5.6.2 Alternative expression for B
J, 1s given by (5.47)

I, ug Jo(uq) (5.105)

Jo =
ma? 2 Jy(ug)

Substituting this into (5.102) gives

B D) (5.106)
2ma Jq(ug) -

By

This equation agrees with the expression given by J. J. Thomson's footnotes
in Maxwell's book, after converting their units to SI [3] (p. 325).

5.6.3 External magnetic field

If we assume that the electric displacement current is negligible, the
external magnetic field can be computed using Ampere's Law



7{H. d=1I, r>a. (5.107)
l

Integrating Ampere's integral around the cylinder circumference with
line element dl = rd¢

2
5.108
Y{H.dl: Hyrd¢ = Hy2mr = 1,, T > a. ( )
! 0
Putting B = uH gives the flux density outside the conductor
By — plo r>a (5.109)

27r

agreeing with Biot—Savart calculations for the dc flux density at a
perpendicular distance 7 from an infinite wire.

5.7 Magnetic field alternative solution

For the cylindrical conductor

_ (106H,  0OH OH,  OH, 5.110
curl H = (7 9% _a_j)arJr( 5. or )a¢ ( )

1 (6(rH,)  9H,
+_< o 0 )az

r

For this case, with current only flowing in the axial direction — z, H, =
H,=0 and no variation of H with ¢ or z, but Hy = A(r), then

curl H =

1 8(rHy) Hy OHy (5.111)
— — _|_
r Or r or

From (2.3) assuming no displacement current, then
curl H=J (5.112)

and



Now since the electric field has only a z-component £, we have

OF,

curl E = — 5 2= P58

From (5.113) and (5.114)

0J, _ 0 H¢ N 82H¢ B 1 3H¢ H¢ N 62H¢
or  or\ r orz  r Or
Hence,
| E - oJ, 1 0Hy Hy 0%*H,
cur o TP T or or2
Also,
OH
Il E=—u—-
cur L 5
Thus,

82H¢ 1 3H¢ H¢

o Tr o 2 M

which agrees with (5.13).

(5.113)

(5.114)

(5.115)

(5.116)

(5.117)

(5.118)

5.8 Graphical results for cylindrical conductors

The following graphical results were obtained using the MATLAB®
programmes at the end of this chapter. The graphical results were plotted by

copying the output text data to Easy Plot.



5.8.1 Current density

The current density was determined directly from (5.45) restated here as

CP#PmI, Jo(w) I, ug Jo(u) (5.119)
 2ma Jl(ua)  ma? 2 Jl(ua)

J

As 0 — 0Jyu) — 1J1(ug) — ug/2 and J(r) — = = J(r); the
average current density. Figure 5.1 shows the current density for a copper
wire radius a=1 mm and /=1A. Figure 5.1(a) shows the amplitude vs r/a
plotted for three frequencies. At 1 khz the amplitude is constant across the
whole diameter. At higher frequencies the current density decreases sharply
from the surface. The current density at the surface, however, increases
considerably with frequency, see in the following section. Figure 5.1(b)
shows the current density complex components: real (J(R)), imaginary (J(I))
and modulus |J]. The sign of these components changes depending on 7/a.



Wire current density from J = ;‘1': (ol A2Zaanhd, ()l ()
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Figure 5.1 (a) Wire current density amplitude for three values of
applied frequency from (5.45). (b) Wire current density
complex components at 100 kHz plotted from (5.45).

5.8.2 Surface current density

In Figure 5.2, the current density for which » = a is plotted as a function of
applied frequency. For frequencies which give a skin depth d>a, the surface
current density is constant with J3=3183104/m?. This corresponds to the
average current density J,,,, = I/(ma®)=3183104/m?. For frequencies which

give a skin depth 0<a, the surface current density increases approximately
as f1? exceeding 100J,,,, at 1 GHz. This is because the area of conduction

1s reduced to a thin-walled tube with a sectional area 2zao. Hence, for /=14
then Jg=1/(27 % 0.0010)=159/0. Such high current densities at the surface

can melt the conductor.

Jafep
Surface current density Ja

I[}lj rrim IIII| LILILL! IIII| rrm IIJI| T LI

T TTTTn
1 1 11I0EE

10®

Lol

M (A/m~)
S

10°

J18310

”}5 TR Nl T BT ETEEE T B T AT

10! 10° ‘ 10° 107 10°
Cu,ag=1lmm, = 1A . .

Matlab Jaf txt H(Cu} = Lmm Jlr {I l‘;}

Figure 5.2 Surface current density J, = J, whenr = a



5.8.3 Impedance of conductor

The normalised impedance is obtained from (5.79) restated here as

Z  ?a Jou)  u, Jo(u) (5.120)
Rac a V26 Jl(ua) 2 Jl(ua)

Ly =

As w — 0,Z — R as expected.

An approximate equation for the ac resistance was determined in the
Skin Effect chapter (4.10) restated here as

R. 1 1 (5.121)
Ree 1 (e=0)? 1-(1-1/a)

where x = a/o. Hence, if 0 = a then R, = Rj.. If 0 K a then R, >> R .

Figures 5.3 and 5.4 show the results of plotting (5.120) and (5.121) for a
1 mm radius copper wire. Figure 5.3 is a plot of normalised impedance vs x
= a/o. It is seen that when the skin depth equals the conductor radius, that is,
a = o, then the real and modulus components of the normalised impedance
and the approximate ac resistance become equal to the dc resistance, that is,
|ZI = Z(I) = R4 = R4 As the skin depth becomes very large, the imaginary

component of the normalised impedance tends to zero. This is because the
normalised reactance is X;, = Z,,(I) = X/R 7,=0.5(a/6)*. Hence, as 6 > a then
Zy(I) — 0. 1f 6 = a then Z,,(1)=1/2.



Mormalised impedance from eqn 6.33

S T T T T T T T | T S
o Normalised power (P ) =
L Racn a
—-— 4| /

" - .z"{f:l i N
6F ——— Z(R) ,/ =16
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2l 7 -2
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) ) ) — I —n2.e
Zo = ZRgc = (w20 (] (wyy) X = 2/0 l-'mm:fg"v'inl.txt

P, = 0.5 Rel(Z,)

Figure 5.3 Normalised impedance vs ratio of wire diameter to
skin depth using (5.79) and (4.10). Also shown is the
normalised power, Py,



Impedance from eqn 6.33 and approx eqn 3.584

l{} I g rime III1_ |LLL III1 |ILLL] Jllq LRI Jlll [LLL IIE'].{:I
. Power (w) § /] N
1072 Ef’] / <1072
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<) = _F/' a =
N B : : -
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1078 41073
l[} f"_ 1 110 LII[ 1 100 lII‘ 1 110 ]II‘ 1 010 !III‘. 1 118 III_'“:J ﬁ'
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Matlab ZwV1Ix f{[];) Llmm2.ep

a= lmm, Rdc = 0.27mi2

Figure 5.4 As Figure 5.3, but absolute impedance vs frequency.
Also shown is the power dissipated.

It is also shown that for a/6>1, the approximate equation for the ac
resistance fits very well the real part of the impedance. If a/6 = x=1, a
discontinuity occurs in R, due to the 1 — 1/x term in (5.121). Hence, this

equation is not applicable for skin depths greater than the wire radius.
Figure 5.4 shows the frequency dependence of the absolute impedance
and approximate ac resistance. The approximate equation also gives a good
fit with Z(R) for frequencies above about 3.86 kHz. This corresponds to the
frequency at which the skin depth equals the wire radius. For frequencies

below 3.86 kHz, |Z| = Z(R) = Rj,=2.7 x 1074Q. As the frequency decreases

towards zero and the imaginary impedance or reactance tends towards zero,
that is, Z(/) — 0.

5.8.4 Power dissipation
The power dissipated is given by (6.25).



2
P=<uvi>= %Re[Z(w)] (5.122)

where [, 1s the applied current amplitude and the impedance is

5 _ PPlom Jo(w) _ 5*PRaca Jo(u) (5.123)
2ra  J1(u,) Vas  Ji(ug)
For a current of 1 A, the dissipation is then just half the real impedance

as shown in Figure 5.4.
The normalised power dissipation is given by (6.28) restated here as

(5.124)

= lRB(ZN)

Py 5

P ana Re[Jo<ua)] 1 [M]

T TR 7 207 | Ti(wa) | T 27| 271 (ua)

For a current of 1 A, the dissipation is then just half the real normalised
impedance as shown in Figure 5.3.

5.8.5 Magnetic flux density

The magnetic flux density, B, was derived for fields inside the wire, that is,
r<a, (5.101) repeated here as

(5.125)

B
¢ w  Jo(ug)’

r < a.
At low frequencies and u < 1, J,(u)=1 and Jy(u) = w/2. Equation

(5.101) becomes
1/2 PMJq u plr

Bo= 0= 75 = gpar ¥

(5.126)

where J, = I/ma®. This agrees with the dc calculation for the flux density

inside the wire, [20]. Outside the wire it can be shown that the dc or low
frequency magnetic field decreases as



I
B¢:M_7 ’)"za/.
27r

(5.127)

Figure 5.5 shows plots of the internal magnetic flux density (B)
obtained from (5.101) produced by an ac current of 1 A flowing in a copper
wire. (a) shows the complex field components, |B|, B(R) and B(/) plotted as
a function of the ratio r/a and fixed frequency 1MHz. (b) shows the
magnitude only of the field plotted for three frequencies. It is clear from (a)
that the magnetic flux density at 1 MHz is concentrated near the conductor
surface decreasing significantly at 7/a=0.6 or 40 per cent penetration. At the
other frequencies, the field decreases less rapidly but reduces to zero at the
conductor centre in agreement with (5.125) and (5.126).
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Figure 5.5 (a) Complex field components, /B/, B(R) and B(I)
plotted as a function of the ratio r/a and fixed



frequency IMHz.(b) Magnitude only of the field [B/
plotted for three frequencies, 1100 and 1000 kHz.

5.8.6 MATLAB® programmes

'wjl.txt MATLAB® analysis of wire current density.
format short e

for x = linspace(.0001,1,100)
muo=pi*4e-7;mur=1;mu=muo*mur;

rho=2.35e-8; !lohm m.

I=1; !Supply current amplitude 1A

f=1e3;w=2*pi*f;

a=0.001; r=a*x;!rod radius, m.
del=(2xrho/(wxmu))"?; !skin depth

m=1.414 /del;u = mxrxj+() V2 ul=mxaxj+()"%;
Jo=besselj(0,u);J0a=besselj(0,ul);J1a=besselj(1,ul);
J = (j(3/2))x(m=1/(2«pixa))xJo/J1a; | Current density
JR=real(J);JI=imag(J);Jmag=abs(J);

disp([x Jamag])

end

Note: The ! symbol substitutes for the percentage symbol which is used for
comments in MATLAB.®

Section 5.8.6 provides the MATLAB programs used to calculate the
wire current density, Figure 5.6 MATLAB program for the impedance and
Figure 5.7 MATLAB program for flux density.



% Zw V1txt Matlab analysis of wire impedance equation from Z = V/I egn 6.33.

format short e
Yfor x = linspace (.0001,.004,50)
for x = logspace (—1,9,100)

muo = pi*de-7,
mur = 1;
mu = muo*mur;

tho = 1.7e—8: Yeohm m.

f=x;

Y%a=1.27e-5; Yeradius, m. (50 SWG wire, diam = 0.001 in)
a=0.001;

L =5e-2, %Length of wire, m.

Rdc = rho*L/(pi*a™2); %de resistance

Ba = .001; Yapplied field (T)

w = 2*pi*f]

del = (2*rho/(w*mu))".5; Yoskin depth

m = 1.414 /del;

u = m*x*j*(j)".5;
ul = m*a*j*(j)".5;

JO = besselj(0, ul);
J1 = besselj(1, ul);

Z = Rde*(ul/2)*Jo/l1;
u2 = a/del;

Rac = Rde/(1—((a-del)/a)"2); “oac Resistance from approx cyl. eqn 3.84

ZR =real(Z):
Z1 = imag(Z);
Zmag = abs(Z);

Y%is p([u2 ZR ZI1 Z mag Rac])
dis p([x ZR Z1 Z mag Rac])
end

Rde



Figure 5.6 MATLAB programme for impedance
%Bw .txt Matlab analysis of wire magnetic flux density.
format short e
for x = linspace(.0001,1,100)

Y%for x = logspace(,1,100)

muo = pi*de—7;

mur = 1;

mu = muo*mur;

tho = 2.35 e-§; %0 hm m.

Bl - % Applied current (A).
f=1le5;

a=0.001; %rod radius, m.
r=a*x;

w = 2*pi*f,
del = (2*rho/(w*mu))".5; %skin depth
m=1.414 /del;

u=m*r*;*()".5;
ul = m*a*j*(j)".5;
Ba = —(j"(1/2))*rho*m*1/(w*pi*a"2);

J1 = besselj(1,u);
Joa = besselj(0,ul);
B = Ba*]1/Joa;

BR = real(B);
Bl = imag(B);
Bmag = abs(B):

%disp ([x BR Bl Bmag])

disp ([x Bmag])
end

Figure 5.7 MATLAB programme for flux density



Chapter 6
Power dissipation in a cylindrical
conductor

6.1 Introduction

This chapter on power determines the real part of the power dissipated in a
good conductor and does not include the energy stored in the fields, power
dissipated by dielectric loss or hysteresis loss, as discussed in the Power
Flow chapter.

6.1.1 Power from Poynting theory

The time average power dissipation due to ohmic resistance alone (c.f.
complex Poynting theory) is

= /EE*dv—— i.J

o O

o (6.1)

The normal and conjugate current densities are
J(r,t) = J(r)e’t, J*(r,t) = J(r)e ?, J(r,t)J*(r,t) = J(r) (6.2)

Hence,

_ P x 6.3
P = E/J(r)..](r) dv (6.3)



For a cylindrical conductor, the solutions are
J(r) = C1J,(u1), J(r)" = Cady(us) (6.4)
where dv=2nrdrl and
U = mrj3/2, Uy = mrj1/2 (6.5)
Substitute in (6.3)

p— 27Tlp0102

2 /oa rdo(u1)Jo(uz) dr (6.6)

From (A.41)

a

/a rdo(ur)Jdo(ug) dr = W [Jo(uz) d‘]zl(aul) — Jo(u1) Ta

Substitute for the Kelvin functions

(6.8)

[ rdo(ur)Jo(us) dr = 2].‘;12 [(be’roma — jbei,ma)(ber.ma + jbei. ma)

— (ber,ma + jbei,ma)(ber.ma — jbei,ma))

where the prime (') refers to differentiation with respect to a. Putting

a = ber,ma, b= bei,ma, al=ber,ma, b= bei,ma (6.9)
Hence,
. (6.10)
[ o) o) dr = 2 (@ = ) ar) = (a-+ 38) @)

Multiplying out gives



/0 () o (uz) dr = %(abl—alb) (6.11)

Substituting into (6.7)

2nlpC,C
p= p2 L a,2 (ber,ma bei, ma — ber,ma bei,ma) (6.12)
m
From (5.62), we obtained
270y (6.13)

I, = [beit,(ma) — jbert,(ma)]

m

We need to use a similar method to determine /,,» and C9. From these,
we can obtain C1Cp from 1,,11,>.

a
I, = /J*.ds = Cz/ Jo(ug)2mrdr (6.14)
S 0
2nC H2a
Ip= 222 / wa(uz) dus (6.15)
(mj'/2)" Jo
Using the identity JuJ,(u)du = uJ(u)
2mC 2nCsa 1
I = —22u2aJ1(u2a) = .;2 J1(u2a) (6.16)
(mj'/?) mJ
Substitute for the Kelvin function
2nC
I, = £r2d .12a 772 (ber! ma — jbei’ ma) (6.17)
mjl/2
Hence,
2nC
I,=— T2 (bei, ma + jber, ma) (6.18)

m

The amplitude of the supply current is then



27ma ) 2 6.19
I2 =T,1, = (ﬂ) C1Co(ber?ma + bei?ma) (6.19)
m
Hence,
2 I? 6.20
C1C2 = < ik ) T (6.20)
2ma / ber?ma + bei?ma
The power dissipation (6.12) then becomes
(6.21)
p_ 27lpa ( m )212m ber,ma bei,ma — ber,ma bei,ma
2m? 2ra ) ber?ma + bei?ma
where the differentiation is with respect to ma, that is, mﬁ‘la. Hence, the

extra m in the numerator. The above equation may now be simplified to

P

 2y2 8

where R4, = Wp—alQ and m = v/2/6.
If we put P = I2R,. where R is the ac resistance, then

_ I?Rg4 a [ beroma bei,ma — ber,ma bei,ma (6.22)
ber?ma + bei’?ma

R,e  a (beroma bei! ma — ber!ma bez’oma) (6.23)
Rdc 2\/55

The normalised ac power dissipation is the ratio of the ac dissipation to
the dc dissipation

ber?ma + bei?ma

__ P Re (6.24)
‘ I |2 Rdc Rdc

Py

Thus it is identical to the real part of the normalised ac resistance.

6.1.2 Power from impedance



The power dissipated may be determined from the impedance calculated
here using the time average power (3.126)

2
P =<vi>= %Re[Z(w)] (6.25)

where IT* = I 2 is the applied current amplitude and the impedance is from
(5.78)

5 _ 3Plom Jo(w) _ 7*PRaa Jo(u) (6.26)
2ra  Ji(uq) V2§ Ji(ua)

Substituting for the real part of the impedance (5.89) gives

p_ I2R;.a [ ber,(mr)beil,(ma) — bei,(mr)ber!,(ma) (6.27)
924/26 ber’?(ma) + bei’?(ma)

which agrees with the previous calculation (6.22).
The normalised power dissipation is then

P 320 o [Jo(ua)] _1n [L(u)] (6.28)

Py = = ——
YT TR 20 | M(ul) ] T 270 [ 200 (u,)

These are useful for calculations using MATLAB® or other software.
We may also use (5.45) to give

_ IZRg (6.29)

2

J(r)
J(r)

P Re

where J(r) is the radial dependent current density. J (r) = I,/ma” is the
average current density, which is equal to the dc current density. Hence,

I"zpl RelJ(r)] = %Re[V(r)] (6.30)

P =

where V(r) = lpJ(r). The time-averaged power dissipated is thus half the IV
product. This 1s only of general interest since the Bessel function dependent



current density J(r) or voltage V(r) have to be determined. However, the
result supports the validity of the analysis.



Chapter 7
Inductance and resistance of cylindrical
conductors — analysis and experimental
measurements

7.1 Introduction

This chapter mainly concerns the analysis and experimental measurements of
the inductance and resistance of cylindrical conductors. The theory of the
internal resistance of metals as a function of frequency leading to the skin
effect has been widely reported over many years, ever since James Clerk
Maxwell's seminal work, ‘Treatise on Electricity and Magnetism’ [3,38,45].
Excellent accounts have been presented concerning the internal impedance of
copper conductors including details of the ac resistance and internal
inductance [88]. Recent work has largely concentrated on the accuracy of the
theories and Bessel functions used in the analysis particularly at high
frequencies for application in rf devices [89]. The skin effect in ferrous metals
and in particular railway tracks have also received attention over the years
including analysis of the internal inductance [90].

Experimental measurements of the skin effect, particularly the internal
inductance (L;) in non-ferrous conductors have been much less investigated.

This may be because L; is generally considerably less than the external
inductance L,, which depends on the geometry of the conductor being studied.
Attempts were made previously to measure L; in copper conductors but with
varying success [91]. At low frequencies or d.c. L; of non-ferrous metals is



constant with maximum value of 50 unHm™ ' where u, is the relative
magnetic permeability. For copper u, = 1 giving L;=50nHm . However, in
ferrous metals u;- may be very large and L; more significant. At frequencies
above a certain threshold, L; decreases with frequency according to /' and

the resistance increases with frequency according to f7/2. At low frequencies
close to d.c., L; in cylindrical conductors 1s independent of conductor radius.

However, the threshold frequency is dependent on the conductor radius (see
Section 7.6).

In this chapter, we consider a cylindrical conductor with radius a and
length / where the current flows in the axial direction. The applied current is
assumed to be either steady state (dc) or sinusoidal (ac). We first briefly
review the steady state, d.c., calculation of the internal and external inductance
of single wires, two-wire and coaxial transmission lines. This is followed by
an analysis of the internal inductance for sinusoidal currents determined by
equating energies in the inductance with the energy in the magnetic fields. To
achieve this, equations for the sinusoidal internal magnetic field are derived in
detail.

The ohmic loss and internal ac resistance are then determined from power
dissipation in the conductor. For the case of the internal inductance and
resistance, the low frequency limit is obtained and compared with the steady
state calculations.

Experimental measurements of the internal inductance and resistance of
some non-ferrous and ferrous metals are then presented, followed by a
discussion and summary.

7.2 Inductance

The term ‘inductance’ arises from Michael Faraday's experiments on
electromagnetic induction [3]. In one experiment, he wound copper wire
around opposite sides of an iron ring (modern-day toroidal transformer). He
noticed that when the current was interrupted in one coil, it induced a voltage
in the other coil. From these experiments, he produced the famous Faraday
law of electromagnetic induction: ‘The emf around a closed path is equal to
the negative time rate of change of the magnetic flux enclosed by the path’.
Although Faraday avoided the use of mathematical terminology, preferring to



describe his observations in terms of the written word, today we use the
mathematical form

dd (7.1)

Vvemf — _E

where Vs is the electromagnetic force around the closed path and @ the

magnetic flux enclosed by the path. Since the magnetic flux is proportional to
the current in the wire (/), we can write as follows:

@:LLorL=§ (7:2)

where L is a constant associated with electromagnetic induction and referred
to as the magnetic inductance, defined by the ratio of the magnetic flux to the
current in the wire, also associated with this is the case of mutual inductance
due to magnetic coupling with external components. In the following, we only
consider the case of inductance of the wire itself, i.e. self-inductance.
Equations for the self-inductance may be obtained for the steady state d.c.
case and the time-dependent a.c. case.

7.2.1 Steady state (dc) calculations of self-inductance

In this case, the direct current / flows uniformly through the cross section of
the conductor. We identify two cases: internal inductance inside the wire, r<a
where a is the radius of the wire and external inductance outside the wire r>a.

Internal self-inductance
For this case, the magnetic flux density is [43]

o oplr 7.3
By = 2ma’? 7

where u = pypip 1, is the permeability of free space (47 x 10~ "H/m). y,. is the
relative permeability of the conductor. In this case, the current through the
area 7 is only a fraction of the total area za®. Thus, we can write as follows:

r? (7.4)

I, =1—
a2



The internal magnetic flux through the rotational area ds = Idr is then

a4 Iul (% r? Inl ot lul (7.5)
U, = [ Byds =1 [ Bgdr= —dr = —
/s o /0 * = ora? /0 "2 T ona? 442 8

Hence the internal inductance L; = ¥/1 1s

 _
8T

(7.6)

L; = 50, nHm '

The internal inductance is therefore only dependent on the magnetic
permeability 4,- and independent of the wire's radius. However, the change in

t.; with frequency does depend on conductor radius (see later sections).

External self-inductance
For a single solid cylindrical conductor or wire the determination of the
external self inductance, r>a, is more complex and is given by [45,74]

L, — Lol lln 20 1] (7.7)

2m a

The total inductance for a single solid cylindrical conductor or wire is then
the sum of the internal inductance (Li) and external inductance (Le). Hence,

AT 2 lobir .
L= [111——1]+““ (7.8)

2 a 8

Twin-wire Transmission Line

For a twin-wire transmission line calculations using vector potentials [20], the
total inductance of the two single lines, each / metres long and spaced 2b
apart, is

lpo (20 n Loty (7.9)

a 4

Ly =

Note that for the twin-wire transmission line case, only the external
inductance is affected by the distance between the conductors, 2b. If the
distance between the conductors is close to the conductor radius, that is, 2b =
a, the external inductance is no longer given by (7.7), but becomes [38,92]



0 b
L, = £o cosh 12
™ a

(7.10)

Coaxial Transmission Line
For a coaxial transmission line core radius a, screen radius b, the external
magnetic field is

By — pol (7.11)
27r
b b
7.12
B¢:/B¢ds=l/ B¢dr=l’“2ff %:l';;[lng (7.12)

Hence, the external inductance L, = ¥,/ is

Lce - l,U'o In E (713)
21 a

The sum of the internal inductance and external inductance is then

o b lpop
_ oy b lpop (7.14)

L
2 a 8

7.2.2 Internal inductance-energy method

The steady state energy density in a magnetic field is [20]

wy = %,LLHQ, Jm—3 (715)

This can also be expressed in terms of current density and vector magnetic
potential

1
Wy = —/J.A dv (7.16)
2 1%

where J is the current density and A is the vector potential. Since both of these
parameters are proportional to current /, we can write J. A = L1I> where L]

the constant of proportionality or inductance per m>. In terms of energy
density, this becomes wj; = %LlI 2 Equating this with (7.15) gives



1

F,LLHz, Hm—3 (717)

1 1
51:112 = EMHZ, Jm™3, L=

The inductance in Henries is L = [/L1dv. Hence

1
L=— [ uH%dv,H (7.18)
1% Jy
For 7<a the internal magnetic field is
Ir (7.19)
Hy=— '
* " 2rma?

The internal energy with relative permeability 4,- and inductance L; are

1 oy (o[ Ir 17? 7.20
—L;J* = Holt / r 27rdrl ( )
2 2 Jo |2ma?
The internal inductance is then
o ’I‘l ¢ o) rl 4 .
L, — HoH /ng:uu a” (7.21)
2mat |/, 2mat 4
L = Hobrl (7.22)
8
which agrees with (7.6).
7.3 Sinusoidal fields
The time average energy relation is
1 2 1 ) (7.23)
—L<I">=— | pHy. H, dV
2 4 Jy ¢

where H(’; 1s the complex conjugate of Hy. The time average < I? >= Ig /2
where /() is the current amplitude. The internal inductance is then



M *
Li=— | Hy. H, dV
102/1/ n

7.3.1 Internal magnetic field

The magnetic field is obtained from Maxwell's equation

curl E = —8—B

ot

which for cylindrical co-ordinates and sinusoidal fields

OF,
or a4

curl E = — = —jwBgay

(7.24)

(7.25)

(7.26)

Hence, since By and E are functions of r only and E; = pJ;, we can write

. (dE.(r) . dJ(r)
B — ]_ =
o(r)=(1/jw) ——= = (p/jw) —
_ 412 pmd, Ji(u) <
B¢ J w Jo(ua) , T <X a.
or
J
By — — pJa . 1(u1)
wa Jo(t14)
and it's conjugate
+ _ PJa J1(u2)
B, = a
¢ wa b JO(’LL2a)

(7.27)

(7.28)

(7.29)

(7.30)

where J,; 1s the current density at » = a. J, and J| are zero and first-order

Bessel functions of the first kind, respectively, with arguments

3/2 :3/2 1/2 1/2
ur = mri*?, ui, = maj?? uy = mri'’?, us, = maj"

(7.31)
2

,M” = WHo.



We assume that the permeability x4 and conductivity ¢ are constants. The
internal magnetic field given by (7.28) is plotted in Figure 7.1 for a copper

wire with the specified dimensions.

Internal magnetic field in copper wire.
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Figure 7.1 Internal magnetic field in copper wire, radius 0.5 mm,

length 1.0 m and I = 1.0 A. Plotted from (7.28)

7.3.2 Internal energy and inductance

The time average energy in the magnetic field is

2 [°
Wy = —/ BB’ rdr
4p Jo #e

Substitute for (7.29) and (7.30)

2m

WM = —BaBZ/ Jl(’u,l)Jl(’U,z)’l"d’l"
4p 0

Im( I3¢_}

(7.32)

(7.33)



where

B o—_ pJa Uz (7.34)
¢ wa Jo(ula)
B = pJa  Uig (7.35)

wa Jo(uag)

Equating the inductive energy and the magnetic energy
1
EL <I?>=Wy (7.36)

The time average < I%? >=1I2 /2 where I, is the rms current
amplitude. The internal inductance is then

Li=2Wy /12, (7.37)
o L [ (7.38)
Li = 'U,IEms BaBa/O Jl(ul)Jl(u2)rdr
The integral is given by [76]
(7.39)
@ x
/ zJ1(az)J1(Br)dx = m[aJl(aw)Jo(ﬂw) — ad,(azx)J1(Bz)]
0 _
Putting
U = mrj?’/2 =Qax, Ulg = maj3/2oza, Uy = mrjl/2 = Bz, (7.40)

Use = maj'’? = Ba.

Hence,

(7.41)
CL2

/ rJ1(ur)J1(uz)dr = W[u2ajl(ula)Jo(u2a) — u1aJ0(U1a) J1(U24)]
0 la = “2a



7.4 Current amplitude

In terms of the magnetic field the total current is given by the Biot—Savart law

[20]

2maB
I— ¢
7

or

I:—j1/2 2rapmd, Jl(ul) __j1/2 2mad, Jl(ul)

LW Jo(u1q) m  Jy(u1g)

The complex conjugate is

_ j1/2 2rad, Ji(ug)

I*
m  Jy(ugg)

Ioms = I/+/2, 12, = I?/2. Hence,

1.2 _9 [ 27raJa ] 2 Jl(ul)Jl(ula)
e m Jo(uz2)Jo(u2)

7.4.1 Low-frequency approximation

At low frequencies or u K 1, J,(#)=1 and Jy(u) = u/2, then

2 4

N m° a
Ji(u1)Ji(ug)dr = — 28
A r 1(’11,1) 1(’U,2) T 4 1
1
I7'2ms - _57(-20’4']3
2
B,B: = [“J“]
m

(7.42)

(7.43)

(7.44)

(7.45)

(7.46)

(7.47)

(7.48)

Substitution of the last three equations into (7.38) gives the LF internal

inductance



L;, = Si Hm*1:50,u,n nHm ! (7.49)
s

This is the same as that obtained for the steady state calculation (7.6).
Figure 7.2 shows a plot of the inductance L; from (7.38) to (7.47) and

associated equations using MATLAB.

Internal inductance L, from energy
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Figure 7.2 Internal inductance L; for copper wire, radius 0.5 mm,
length 1.0 m, [ = 1.0 A from (7.38) to (7.47)

7.5 Ohmic loss and a.c. resistance

The power dissipation density due to ohmic resistance alone is



p=E.JJm3 (7.50)

Assuming an ohmic conductor with J = oF then the time average
dissipation in volume V'is

<P>= (a/2)/VE.E*dV - (p/2)/VJ.J*dV (7.51)
For a solid cylinder of unit length and radius a,
< P>=(p/2) /O ' J,J 2mrdr (7.52)
In this case the current density is given by (5.98) in Appendix
J. = J% Jr = J% (7.53)

where J, is the complex conjugate of J,, J, is the current density at the

cylinder surface » = a and the Bessel arguments u are given in (7.40).
Substituting these two equations into (7.52) gives

mpJ 2 /a (7.54)
< P >= Jo(uy)J,(us)rdr
Jo(ula)Jo(u2a) 0 ( 1) ( 2)
From Poynting's theorem the time average power is also given by
IZ :
< P >= 20 Rel2(w)] = I}, ReZ(w)] (7.53)

where [, is the current amplitude and Re[Z(w)] is the real part of the
frequency dependent complex impedance. Hence,

< P> npJ?2 /a (7.56)
Re|Z = = Jo J, d
e[ (W)] I7’2ms Iq?msJO(ula)JO(UZa) 0 (U1) (Uz)r "

The rms current is given by (7.45). Substituting for this leads to



R;.m?

RelZ(w)] = 5 7 ) 1 (aan) /o Jo(wr)Jo(usyrdr 2m 727

where m? = guw and steady state dc resistance Rj. = p/(za®). A dimensions
check gives: m?> = ouw = l/metres®, the integral =m?, denominator is
dimensionless and R ;. = Q/m.

At low frequencies or u < 1, J,(u)=1 and J1(u) = u/2 then

_ Rgm? a?/2 _ Rg(ma)® 4 (7.58)
Re[Z(w)] = d2 T T y ~ima)? = —Ry.

Hence, |Re[Z(w)]| = R4 at low frequencies as expected.
Figure 7.3 shows plots of the internal energy (W), inductance (L;) and ac
resistance (R) (7.33), (7.37), (7.57), respectively.
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|ﬂ?: I 0 e e R
50 nH/m — et e TR s -
vy 1-‘| 2 -
12.5 nl 4OTITSIIIIIITIIITIISIRN,, .
n 1z
) e
s} [ .
- 1077 E » -
= B 8
S i ® =
— [} £
= - o —H01 &
= - Rac ° 1" =
E ™ & W &) i o
= 3
E: — L, ..f ‘ ]
T . i
E o 1
i e _
L ]
L ]
21.645 mQ) — . i
= L ]
- L]
2
10713 Lo ool oy vaw g llIJ_ L1 !!I|q AT W "':0.0]
10! 10° 10° 10’ 10
Inductance.tex LiRac-MR.ep

Matlab RacMR.txt )
f(Hz)



Figure 7.3 Internal inductance (L;), resistance (R,.) and energy

(W). Copper wire, radius 0.5 mm, length 1.0 m and I =
1.0 A.

7.6 Frequency response of internal inductance and
resistance
The internal impedance of a cylindrical conductor is given by (5.79)

Ugq Jo(ua) (759)
Zi — c o
Rd 2 Jl (ua)

where Rj. 1s the steady state d.c. resistance of the conductor, J,(u,) and
J1(uy) are zero-order and first-order Bessel functions of the first kind,
respectively, u, = 5%/ 2\/50,/ J, a is the wire radius, d = 4/2p/wp is the skin
depth of wire resistivity p, permeability u = ;- and angular frequency .

The internal resistance and internal inductance are then given by the real
and imaginary parts of the complex impedance

Im(Z;) (7.60)
w

RZ' = Re(Zi), Li =

In order to obtain low and high frequency approximations we require the
series expansion of (7.59). This is given by

Uq Jo(Uqg) u? us ul ud (7.61)

—a -1 % _ _ _ _
2 J1(uq) 8 192 3072 46080

which is proved in [95,104].

7.6.1 Low-frequency approximation

Taking the first three terms only of (7.61) and substituting into (7.59) gives

2 refi3(5)" 4 5 5) v



Hence, the low-frequency resistance is

Re(Zi) = Ri = Rue [1 n % (%)4] (7.63)

which agrees with Landau et al. [12]. This may be re-written as

2p2f2 (7.64)
48Rz

The internal reactance is given by the imaginary part of (7.62)

Im(Z:) = Ray (2) (7.65)

and the internal inductance is

Lint —

Im(Zins)  Rac (3)2 (7.66)
w 4w

4]

Substituting for Rj,. = pl/(za?) and the skin depth equation, yields

lp (7.67)
t= oo 50u, nH/m
which is the same as that obtained from steady state calculations [20]. Thus, in

this low-frequency approximation, the ac resistance increases as f> and the
inductance is constant. The approximate low frequency (7.63) agrees with the
full Bessel function analysis (7.59) for values of a/0<1, but diverges for higher
values of a/o.

7.6.2 High-frequency approximation

For high values of the Bessel function arguments u, > 1 corresponding to
high frequencies, then J,(u,)/J1(u,) = —j [38]. Hence (7.59) becomes

Ugq ;
Z; = Rg—"(—J) (7.68)

and this leads to



Rg. . l ‘
Zi = == (a/9)(1+ J) = 5 —(p/8)(1 + ) (7.69)

Thus,
R, = Rdc( /5) aRdc f1/2 /7r,u/p (7.70)

Hence, at high frequencies, the real part of the impedance or the ac
resistance is proportional to the square root of the applied frequency. Also
from (7.69)

R, =X, =wlL; (7.71)
Thus,
Rdc L up 12 (7.72)
Li= ( /8) = 2ra <2w)
or

L, =kf V% R,=2nkf'/? (7.73)

where
_ L ppNt2 (7.74)

k= 4dma ( s )

Figure 7.4 shows R; and L; frequency response for Cu wire from (7.59)
using Bessel functions. The Cu wire was 1 mm diameter, 1 m long, relative
permeability u,=1, resistivity 172Qm™! giving R;.=21.645mQ. Equation
(7.74) gives k=1.3124 x 107>,
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Figure 7.4 Internal resistance R; and inductance L; frequency

response for 1 mm diameter, 1 m long Cu wire. From the
impedance Z; (7.59) using Bessel functions. Sloping

straight lines show the high-frequency approximations R;
o2 and L; oc {12, The horizontal lines indicate the
constant zero frequency values R; = Rj, = Rge, L; = Lj,
= 50 nH/m. The constant frequency f. occurs at the

interception of the high-frequency approximations and
the constant zero-frequency values.

The sloping straight lines in the figure follow (7.73) intercepting with the
horizontal constant straight lines at a frequency f= f.. This occurs for

R; = Ri, = Rge, L;i = Lix=50p, nH/m. (7.75)

Hence from (7.71)



- R;, (7.76)
¢ 27TLio

For the general case of copper wires with different diameters (7.76), gives

R, pl _0.01753 1 (7.77)
onL;,  mwa22wL;,, a?

fe=
For the case of Figure 7.4 with ¢=0.5mm, /=Im

Pl (7.78)
c — == . kH .
/ ma22750e—? 68.9 z

At this frequency R; increases by 26% and L; decreases by 12.9%.
In general the change in the inductance and resistance at f,. is given by

AL;. = Lic — Ly, AR;c = Ric — Ry (7.79)

where L;. and R, are determined from (7.60) at the frequency f. given by

(7.76) or (7.77).
In (7.59), u, 1s given by

e = 5%2V/2a/5 (7.80)

This may be re-written as

: 81
Ua:.73/2\/.f/fcl (7.81)
where fis the normal applied frequency and
fo=—L" H: (7.82)
2mwpa?

At the frequency f,. described by (7.76) or (7.77), then

fe
fecl =8

(7.83)

and



Uge = §7/2V/8=2.828%/ (7.84)

Since generally u,, 1s given by (7.80), at the frequency f, V2a /8 = /8. Thus,

a/d = V2=1.414.
For a=0.5 mm, using a MATLAB program (Lipmat.txt), Table 7.1 lists the
parameters which lead to the change in R; and L; at the frequency f,..

Table 7.1 The parameters which lead to the change in R; and L; at the

frequency f,

a 0.5 mm
Rio 2.1645e — 002 Q
Lio 5.0000e — 008 H
fcl 8.6123¢ + 003 Hz
fc 6.8898¢ + 004 Hz
Ric 2.7373e — 002 Q
Lic 4.3524e — 008 H
dLi —6.4759¢ — 009 H
dRi 5.7282e — 003 Q
AL; ~1.2952¢ + 001 %
AR, 2.6464¢ + 001 %

7.7 Experimental measurements

The following results were obtained from copper, aluminium, iron, nickel and
canthal wires measured using impedance analysers or a Gain Phase-Metre
(GPM) method, [36] as stated in the figures.

The copper wire used was the type as used in standard house wiring,
99.90% pure copper [96,134]. The aluminium used was an 8 mm diameter
aluminium alloy rod with anodised surface, which was removed for the

electrical contacts. This sample had a measured density of 2752 kgm? and
resistivity of 30.78 nQ2m. This compares with pure Al mean values of density

2703 kg m? and resistivity 26.7 nQm, [97].



The iron wire was 99.5% pure. The nickel wire was Ni 95% and 5% (Al +
Mn + Si). The Kanthal wire was the Al alloy FeCrAl (22% Cr, 58% Al,
20%Fe). Resistivity p=1.45uQ. m at 20°C. Kanthal handbook p.15 [42,93].

7.8 Discussion and summary

Referring to the non-ferrous conductors, copper and aluminium, Figure 7.5
gives impedance measurements using the HP4192A impedance analyser on 8
mm dia aluminium alloy rod, total length 0.985 m, folded, gap 3 cm. The
experimental results agree with theory for low frequencies, but the resistance
begins to deviate at frequencies above 10 kHz, and the inductance at
frequencies above about 200 kHz. In Figure 7.6 for the folded copper rod, a
negative peak occurs in the internal inductance at about 100 kHz. It is not
clear why this occurred and needs further investigation. However, the overall

decrease in frequency agrees with the theoretical value of /2 Hz.
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Figure 7.5 Impedance measurements using HP4192A4 impedance
analyzer on 8 mm dia aluminium alloy rod total length
0.985 m, folded, gap 3 cm. Theoretical results indicated

by (th).



T T T T TTTTT] T T TTTTT] U R R LI
1k
0.1 g —
E = =
%‘ _i 50 nH/m ]
- _ ,
0.01 -
L theory b It '.I
0.001 F ®B—- - L LCR meter | s
= © LGPM M A3
= - - L, theory A
— H—— L, = L-0.385 (measured) -
0.0001 1 1l Lol Ll 1 il
10° 10° 10 10° 10%

LP2b3d.ep
f(Hz)

Figure 7.6 GPM measurements on 4 mm dia Cu rod folded. Total
length 0.85 m. Zsc subtracted. Rs = 2.25 Q,60 nH,
Theory: MATLAB zrod.txt Measurements: P2-2b.txt, P2-
2sc3.txt, MATLAB Cumat.txt

In the high frequency measurements, Figures 7.7 and 7.8, the R and L
values look rather different, but the internal inductance dL; is fairly close to

the theoretical value of about 1 nH.
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Figure 7.7 R and L measurements of copper wire 0.114 mm diameter
by 2 cm long using HP4191A4 impedance analyzer. Gives

L =28404 nH at 47.95 MHz, L = 29.6 nH at 3.6 MHz,
dL = Li = 1.2 nH. Theory gives Li = I nH.
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Figure 7.8 R and L measurements of copper wire 0.062 mm
diameter by 14.5 mm long using HP4191A impedance
analyzer. dL = 32.1 nH (at 3.8 MHz) —31.17 nH (at 50
MHz) = 0.93 nH. Theory gives Li = 1 nH.

The measurements on the ferrous metals, Iron, Nickel and Kanthal wire,
Figures 7.9-7.13, also showed clearly the transition to f ' for the internal

inductance and /2 for the resistance. Calculated values of the low-frequency
permeability agreed approximately with expected values.
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Figure 7.9 Iron wire, diameter 2 mm, formed into a rectangular loop
with mean gap width 18 mm, length 19.2 cm and current
I = 0.6 Arms. Measurements performed using a Gain
Phase-Meter (GPM) method [36] with function
generator HP3325A4 and low-frequency power amplifier
for frequency range 10 Hz to 1 kHz and high-frequency
power amplifier for 1 kHz to 1 MHz. Internal inductance
(L;), resistance (R) and reactance (X;).
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Figure 7.10 Iron wire as shown in Figure 7.9. Measurements
performed using Impedance Analyzer (HP4192A).
Inductance (L), internal inductance (L;) and resistance

(R).
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Figure 7.11 Nickel wire 0.5 mm diameter and 45.5 cm long.
Measurements performed using Impedance Analyzer
(HP41924). Inductance (L), internal inductance (L; = L

— 0.923 uH) and resistance (R).
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Figure 7.12 Kanthal wire 0.68 mm diameter, 5 cm long.
Measurements performed using Impedance Analyzer
(HP41924). Inductance (L), internal inductance (L;) and
resistance (R).
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Figure 7.13 Kanthal wire 0.68 mm diameter, total electrical length
98 cm, formed in to a rectangular loop gap 5 cm.

Measurements performed using Impedance Analyzer
(HP41924). Inductance (L), internal inductance (L;) and

resistance (R).

In the introduction, the reasons for this work were given mainly because of
the lack of experimental data available on internal inductance measurements.
But also because these measurements can supply an alternative measurement
of the permeability of conductors, particularly in ferrous metals. This is
followed by the analysis of the internal inductance of cylindrical conductors
for both steady state d.c. and sinusoidal a.c. sources. The ohmic loss and
internal ac resistance are then determined from power dissipation in the
conductor. In each case of the internal inductance and resistance, the low
frequency limit is obtained and compared with the steady state calculations.
Experimental measurements of the internal inductance and resistance of non-
ferrous and ferrous metals are then presented. Although the measurements on
non-ferrous metals, copper and aluminium, were weak at low frequencies due



to the unity relative permeability, the results obtained revealed the low
frequency threshold of 50 nH/m and the high frequency decrease proportional

to /12 Hz. Generally, the impedance measurement techniques employed have
successfully revealed the internal inductance of non-ferrous and ferrous
metals, but agreement with theory is not always held.

7.9 Appendix

7.9.1 Internal inductance from the internal magnetic flux

The internal inductance may also be determined from the ratio of the internal
magnetic flux ¥ to the ac current /(w) according to

v 1 b (7.85)
Y= T T 1w) /SB"”“ = Tw) / Bodr

where the integration is along the length / of the conductor over an area
between 0 and a. Substituting for the current (7.42) and (B¢) from (5.125)

gives

ul /“ pl /“ (7.86)
L;, = Bydr = J1(uq)du
2maBy Jg ¢ 2maJr (ui)mj3/2 Jo 1)

Using the Bessel identity

/ ) du=1 — J,(u,) (7.87)
0

then

1 # 1 Jo(uw) (7.88)
" 27ma uieJi(ugg)

At low frequencies

Jo(ula)zl — u%a, Jl(ula) = ula/2 (789)



leading to

[ (7.90)
‘' An

This is the result for an infinite wire or twin transmission lines. For a sem-
infinite wire or single wire /=4zaB/u. Then

ul 11— Jy(u1g) (7.91)
L; =
47ra ulaJl(ula)
At low frequencies this gives L; = % as derived previously (7.66). Figure

7.14 show a plot of the inductance L; from (7.91) using MATLAB.
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Figure 7.14 Internal inductance from magnetic flux for copper wire,
radius 0.5 mm, length 1.0m, I = 1.0 A



Chapter 8
Cylindrical conductors — axial AC
magnetic field

8.1 Introduction

The application of a time-varying magnetic field is widely used in
electromagnetics in devices such as transformers, electric motors,
generators, eddy current testing and other non-contact measuring
techniques. In these cases, the induced voltage and currents may be
determined using Faraday's law, induced emf = — d¢/dt, where ¢ is the flux
threading the conductors. However, this approach does not reveal how the
magnetic field penetrates the conductors and its spatial variation within the
conductor. A more detailed approach is to solve the time-dependent
Maxwell's equations.

8.2 Magnetic field penetration

In the present case, we consider a time-dependent magnetic field B = B,&/*!
applied axially to a long cylindrical conductor with radius a, Figure 8.1. B,
is less than the saturation flux density Bg,; and any static magnetic field is
assumed zero, that is, B;j.=0. The field penetration into the conductor is



obtained from Maxwell's equations, which yield the diffusion (5.3), re-
written here as

V’B = jm’B (8.1)

|- ”.:;J \,__‘:-__—_ JL —
-

a,

2a

(a) (b)

Figure 8.1 (a) General cylindrical co-ordinates and (b)
relationship to a cylindrical conductor in a magnetic
field B (cyl4.eps)

where m? = wuo or m =\ 2/5, where the skin depth § = /(2/wpuc’). Within
the conductor, we seek solutions of the form

B(r,t) = B(r)e/* (8.2)

At the cylinder surface » = a, the field is just the applied field B(a, 1) =
B,¢“!. Equation (8.1) may be expressed in cylindrical co-ordinates, Figures

8.1(a) and 8.1(b), where in this case we can take p = r.

2p_ -1 9 [ OD _ 2
V‘B=r 5 \7 952 +8z2 jm*B.

o ( 83) ,0’B  9’B (8.3)
+7r

Assuming B does not vary with angle ¢ or distance z, then



0°B 0B (8.4)
2 212

r 52 +rﬁ—jm Br°=0

Bessel's modified equation order v is defined by
9*°B OB (8.5)

2 2 2\ p_

where u = mrj \j and in our case v=0. The general solution is

B(r) = AJ,(u) (8.6)

where J,(u) 1s the Bessel function of the first kind with complex argument

u and order zero.
See the general Appendix, Bessel's modified equation.
At the boundary of the conductor, r = a, B(a) = AJ,(uy), where

uq = amyjs/j. Taking the ratio of these two fields eliminates 4. Hence,

substituting B(r) in (8.2) gives for the magnetic flux density within the
conductor

JO(U) 6jwt (87)

B(r,t) = B(a) 7 ()

Figure 8.2 shows plots of the modulus, real and imaginary normalised
amplitude terms By = B(r)/B(a) for (8.7), using the Bessel functions

available in MATLAB. Figure 8.2(a) shows that the modulus |Bp/| becomes

flat and nearly equal to the applied field B(a) as the frequency decreases. As
the frequency increases, Figure 8.2(b), the flux density decreases towards
the centre of the conductor.



MATLAB analysis of normalized flux density in a copper rod.
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Figure 8.2 Plot of (8.7) normalised amplitude. Copper rod, radius
4 mm, (a) f=1kHz and (b) f = 10 kHz

8.2.1 Flux density complex components



Equation (8.7) can be re-expressed in terms of real and imaginary complex
components, sometimes referred to as Kelvin functions [78].

Substituting for u = rmjy/j in (8.5), where m = ,/wpo = v/2/4,
gives (8.4). Hence,
y  (mr/2)"(mr/2)° (8.8)
J— —_— J e o o
(21)° (31)°

Separating out the real and imaginary complex components gives the
Kelvin functions

Jo(u)=1 + j(mr/2)

_ _ (mr/2)t  (mr/2)®  (mr/2)" (8.9)
RJ,(u) = ber,(mr)=1— ) + ) — o) .
,  (mr/2)°  (mr/2)"  (8.10)

I1J,(u) = bei,(mr) = (mr/2)

B ()
Hence,

B(mr) = Alber,(mr) + jbei,(mr)] (8.11)
At the boundary r = a, where B(mr) = B(ma) = const, then

B(ma) = Alber,(ma) + jbei,(ma)] (8.12)
Substituting for 4

ber,(mr) + jbei,(mr) (8.13)

Blmr) = Blma)y  ma) + jbeio(ma)

Rationalising and substituting into (8.2) gives for the magnetic field
within the conductor

ber?(mr) + bei2(mr) (8.14)

el(wt+¢1)
ber?(ma) + beiZ(ma)

B(mr,t) = B(ma)\/



where the phase difference ¢ 1s

b — po -1 bei,(mr) P bei,(ma) (8.15)
ber,(mr) ber,(ma)

In this approach, the amplitude and phase are given explicitly by (8.14)
and (8.15), whereas in (8.7) the amplitude and phase are embedded in the
Bessel functions.

8.3 The average permeability

The average permeability is defined by

B 2 [o (8.16)
p=p = CLzBa/o rB(r)dr

where at the cylinder surface B, = B(a) = u,H,. Thus, if the magnetic field
in the specimen B} is uniform and constant, then the average internal field
is B=(2/a?)B;nt[a?/2]=Bin: as expected. Substituting for the amplitude
B(r) n (8.7) gives

2 [ Jo(u) (8.17)
,u—ﬁ/o rJo(ua)dT

where
w=mrj®? r=uj"?/m, dr/du=j"?/m, u, =maj>% (8.18)

Hence,

1,

Using the identity



/uJo(u)du = uJ1(u) (8.20)

gives the average permeability of the conductor as

2 Ji(ua) (8.21)
 ug Jo(u)

Figure 8.3 shows a plot of (8.21) as a function of the ratio conductor
radius to skin depth, a/o. This latter parameter is independent of frequency
and conductivity. The curves are therefore universal and should apply to
any conductor within the limitations of the model used.
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Figure 8.3 Average permeability from (8.21) as a function of the
ratio conductor radius to skin depth, a/o. (mumtl.eps)

8.3.1 Complex permeability

(8.22)



2 /‘1 ber,(mr) + jbei,(mr) ber,(mr) + jbei,(mr)
, _
2
0

F= ber,(ma) + jbei,(ma) "= ber,(ma) + jbei,(ma)
(8.23)
L 9 o 4 8 12
ber, = —2/ rber,(mr)dr=1 — “ 5+ - 5 — = 5+
a® Jo 3(2!) 5(4!) 7(6!)
_ 2 a 2 6 10 '
bei, = —2/ rbei,(mr)dr = <2 5 + = 5 o (8.24)
a® Jo 2. 43 6(5)
where o = ma/2. Hence,
(ber,ber, + bei,bei,) — j(beiber, — ber,bei,) .., (8.25)

H= ber2 + bei? —H TR

Note that 4 is due to energy loss and is negative because the device is
passive, that is, there is no energy gain.

8.3.2 Normal and superconducting cylinders

Both Landau et al. [12] and Gormory [80] give the same solution for the
susceptibility of cylindrical normal conductors and superconductors in
parallel ac fields. In this work, the authors tend to use
kr = mrj\/j = —(1 — j)r/§ for the Bessel function arguments. Hence the
amplitude in (8.7) becomes

Jo(kr) (8.26)

The permeability is then

_ B _ 2 ’
u= B, a2k2Jo(ka)/0 krJ,(kr) d(kr)

Using [uJ,(u)du = uJq(u) gives

(8.27)

(8.28)
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Substituting for the Bessel series gives

3 5 7
s w2 % SRR o 6

:u’a - - 2 4 6
Ug Jo(Ue)  Ua g (/D | (/2 (ua/2)
L= T T e T
where u/2=(ma/2)jvi= ajvj and
.2 . . 4 . =0 .
(Jx/3)8 = —J, (J\l/OJ) = —1, (NIJ2) = J,
V3) =1, W3 = -4, (V3) " = —1...gives
(8.30)
. ol a4 N ob . 10 o2
L+3% — 2 _-73l4' + 4'5' 56 — e T
K= .ol ol ) . 10 J¥D ) a:ma’/2
L35 — Gy ~ It TG T ey T
(1_%+%;_...)+j<024__w+5'6'_...> (8.31)
B= ol b a2 b 10
(L= T+ Qap =) I = G g — )

These equations are identical to those obtained previously, (8.22) to
(8.24). The real and imaginary parts are then obtained from (8.25). Note

that 2131=3(2!)%,4!5!=5(4!)?, etc.

8.3.3 Approximations

Using the first and second terms only of the ber,, and bei,, series gives

1-8i($) a0




(1+% + %) — i1+ (8:33)

/J/ =
144 + <
Hence,
4 8
(a_ X a_) (8.34)
3 24 1
X =g — 1= T~ (/)
1+ o> T 16
214 2 1 (8.35)
'u// — _X// _ _2 — 12@8 ~ a2/2:Z(a/5)2
1+ -5 T 16
Using § = ,/Z—Z, then
2 2
) Whea n o Who@ (8.36)
2./12)’ 8x'

These results are equivalent to those obtained by Landau for a long
conducting cylinder in a magnetic field parallel to the cylinder axis and ¢
>>q. (converted to SI units by multiplying Landau's results by 4x). Putting

p1 = ouya’/2, then

o= = P (8.37)
V12x/ 4x"

If the theoretical and experimental resistivities are pg and peyp,
respectively, then

P1 P1
Pin = > Pith = I (8.38)
vV 12x4 Xth
P1 " P1 (8.39)

/
pe:rp — 9 pea:p — " )
NEE ez



Peap | Xop  Pexp  Xih (8.40)
! - ! ’ "N n
pth Xea:p pth Xe;cp

Hence, error in pf,,, < (1/4/ X%, and error in pj,,, o< 1/x¢,,.

8.3.4 Current density and electric field

The current density may be determined from Ampere's law or the point
form of Maxwell's equation cur/H = 0D/ot + J. Neglecting the displacement
current and using cylindrical co-ordinates noting that H, is only in the

negative z-direction

H=0a, +0ay — H.a, (8.41)
. 1 8(—H.) OH OH d(—H.)
VxH= (? op 3z¢ )ap + ( 8zp o Op )a¢ (842)
1 ,OBH¢ O0H
+?( p 6¢p>az

The terms containing H, and Hy are zero. Hence,

. 10H, OH, (8.43)
VxH=J= > 96 a, + 9p a,

H, does not vary with ¢. Put p = r and H, = B,/u where u = uyu,;. Then,
(8.43) becomes

1 0B(r) (8.44)

J¢:; or

Differentiating the amplitude in (8.7), then

dB(r) B, dJ,(u) (8.45)

dr Jo(u,) dr

Using the identity



dJ,(u) (8.46)
du —Ji(u)
and the r to u substitutions in (8.18) and noting that —>'2 = j1/2, we obtain
1/2
j*mB, Ji(u) (8.47)
Jo(r) =
H Jo(ta)
Assuming J¢ = O'E¢, then the electric field, E¢ = pJ¢, 1S
_ jY’mB.p Ji(u) (8.48)

Ey(r) RS AT

The theoretical current density across the radius of a copper rod is
shown in Figure 8.4. (a) Shows a plot of (8.47) for the current density
modulus |J] for B,=1 mT, copper rod radius 4 mm at several different

frequencies. The current density is seen to fall from about 10> Am ™2 at the

surface to less than 1071°Am2 at the conductor centre for the 1 MHz case,
a decrease of more than 20 decades. This result is mirrored on the negative
x-axis in this two-dimensional sectional plot.



Current density for copper rod.
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Figure 8.4 (a) Current density across the radius of a copper rod
for several frequencies according to (8.47). Applied



field amplitude B, = 1 mT, copper rod radius 4 mm.
(b) As (a) but complex components of J at 10 KHz.

The electric field determined for 7=0 to » = a, (see Appendix A) is

§PwB, Ji(ug) (8.49)
Ey, =
m Jy(ug)
Hence, the current density is
§1PmB, Ji(u,) (8.50)
Jpa =
B Jo(ua)

8.3.5 Current density Kelvin functions

In terms of the Kelvin functions the current density equation becomes

J¢(’I“, t) =

V2B, |[ber?2(mr) + bei2(mr) (8.51)
_ ; (M) _jatgo)
ou ber?(ma) + beiZ(ma)

The phase angle between current and magnetic field is

37 bei. (mr) bei,(ma) (8.52)
= — +tan ' ——= —tan ' ———
@2 g Tran ber! (mr) an ber,(ma)

The prime (') in ber and bei refers to the Bessel function order 1.

8.4 Total current

The total current is obtained by considering a small area element bdr, where
b is the cylinder length, Figure 8.5. The total current amplitude is then

I= /J.ds - b/ Jodr (8.53)
s 0
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Figure 8.5 Calculation of the total azimuthal current from a
section of the conductor

Substituting for (8.47) gives

_ mjv/jiBab / Ji(mrjy/j)
0

I —
Ho Jo(maj\/7)

dr

where u = mrj>'?, r = uj3"*/m, dridu = j3?/m, u, = maj>?, then

B,b /““
I=———— Ji(u)du
NOJO(ua) 0 1( )

Substituting for the identity

/0 ) du=1 — J,(uy)

and inserting the time element gives

B Bab [1— Jo(ug)]
o Jo(ta)

Jwt

I(t) =

(8.54)

(8.55)

(8.56)

(8.57)

The Bessel functions are dimensionless. The coefficient B;b/u has

dimensions Am ™ 'm = A as expected. It is also useful to obtain the current
profile across the conductor. In this case using the indefinite integral, we

obtain for the current amplitude



__ Bgb [1 - J,(u)] (8.58)

8.5 Induced voltage

The emf induced into a conducting loop, Figures 8.6(a) and 8.6(b), due to
the perpendicular varying magnetic field is

dd d .
Vir,t) = —— = B(r)e*. ds

d (8.59)
dt dt |,

Figure 8.6 Induced current and electric field in a conducting loop
due to a varying magnetic field normal to the loop. (a)
Flux increasing, (b) flux decreasing, (c) loop geometry

Hence, putting ds = rdrd¢, Figure 8.6(c), the amplitude is

a 2w
V(r) = —jw/ /0 rB(r)d¢dr. (8.60)

B(r) 1s in the negative z direction. It is uniform in ¢ varying spatially only
with . Substituting for B(r) (8.7) into (8.60) gives

(8.61)

Vi) = jw2nB, [ 22 g
(’I")—jwﬂ'a/o rJo(ua) r

For u = mrj*?, r = uy3Im, dridu = j?/m, u, = maj>?, then



_ o [ udo(u) (8.62)
V(’l") = jw27rBoa, /0 mdu
Using the identity: [ uJ o(u)du = uJq(u), then
_ o[ udi(u) 1™ (8.63)
V(r) = jw2rBsa [uiJo(ua) ] 0
Recalling the time element this becomes
2J1(uq) (8.64)
— 2 e I\Pa) Gt
V(a,t) = jwra®B, AR e

The bracketed term is found to be the average permeability (8.21).
Hence,

V(a,t) = jma’wB, < p > ™ (8.65)

To see how V(r) varies across the conductor, we use the indefinite
integral in (8.62) to give

. uJy(u) 8.66
V(T) = ]w27rBaa2m. ( )
Substitute for u? = (maj*?)? and m? = w0, then
2mpB, uJi(u) 8.67
V(r)=— (8.67)
Ho Jo(ua)

8.5.1 Induced voltage from the electric field

The current and electric field induced in the loop, Figures 8.6 and 8.7, due
to the perpendicular varying magnetic field is

V(r) = 7{ E.dl (8.68)



Induced current for copper rod.
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Figure 8.7 Total current profile for a copper rod using (8.56).
Applied field amplitude B, = 1 mT, copper rod radius

4 mm, length 5 mm, 1 kHz

where the integral is around the closed path of the loop. Substituting for the
azimuthal electric field (8.48) and integrate around the closed loop gives

2T jwi=3?B, J 8.69
V(r) = /0 T Jl(S”)) rd (8:69)
_ jY22mwB, rJi(u) (8.70)

Vir) = m Jo(uq)

As before use substitutes u = mrj>’? and m?> = wu,0, then

_ 2mpB, uJi(u) (8.71)
po  Jo(Ua)

V(r) =



This agrees with (8.67). A graph osf (8.71) is shown in Figure 8.8 for the
real, imaginary and modulus of V varying across the radius of the
conductor. At this frequency, 1 kHz, these voltages decrease monotonically
from the surface to the centre of the conductor.

Induced voltage for copper rod.
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Figure 8.8 Induced voltage in a cylindrical conductor due to a
varying axial magnetic field. Applied field amplitude
B, =1mT f=1kHz copper rod radius 4 mm



Chapter 9
Cylindrical conductors in axial magnetic
fields — impedance

9.1 Impedance from V/1

From the previous calculations of voltage and current we can also obtain
the impedance Z = V/I from the ratio of (8.71) and (8.58). This gives

_ 2mp uJdi(u) 9.1)
20) = T 7 )

For the impedance =0 to r = a, we obtain the impedance from the ratio
of the voltage (8.71) with u = u, to the current in (8.57) to give (see note

23/1/8)

2wp  ugJ1(ug) (9.2)
Z, =
b 1— J,(ug)

This impedance is obtained from the emf generated by the total flux

entering the conductor divided by the total azimuthal current, Figure 9.1.

By substituting for u, = — j'">ma then

J1(uq) 9.3)

= —i'2mo(2ma
Zo = —3 ' "mp(2ma/b) o) o (an) — 1]




Figure 9.1 Impedance determined from the emf generated by the
flux change divided by the azimuthal current

At low frequencies, taking only the first terms of the Bessel series we
obtain

2mp  ul/2 Amp (9.4)
Za = 2 e
b (ua/2) b

This is shown plotted in Figure 9.2.
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Figure 9.2 Impedance Z = V/I for a copper rod using (9.1).
Applied field amplitude B, = 1 mT, copper rod radius

4 mm, length 5 mm. (a) f=1 kHz and (b) f = 1 MHz

9.1.1 Low-frequency approximations

At low frequencies such that u, < 1 or since u, = maj>’> = N 2(a/d)2, then

for skin depths greater than the conductor radius a, the Bessel functions can
be approximated by taking the first terms only of the series. On expanding

(u/2)*=(maj*?12)* = wuca®?/4, (8.57) yields the approximate current

I(t) = jwB,oa’b it (9.5)
4

or

wB,oa’b (9.6)

I(t) = <=

[7sin(wt) — cos(wt)]

This current amplitude is the same as that obtained for a conducting disc in
an alternating magnetic field where the field is assumed uniform inside the
disc. See references [20] or [83] and Appendix C in this chapter. Similarly,
the low-frequency emf is

Vems(t) = wra® B[ jsin(wt) — cos(wt)] (9.7

Also, if u; < 1, then (9.2) becomes

7 2mp  u?/2 (9.8)
b (w,)2)
and
7z — 4% (9.9)

The low frequency power is then



I2 1 4 9.10
< P>=22Re(Z) = = (wByoa’b/4)* 2P ©-10)
2 2 b
Hence,

w?B2ga*h 9.11)

P>—
< P> 3

The approximate (9.11) and exact power equations are shown plotted in
Figure 9.3(a) and 9.3(c), respectively, where the power is normalised to
P, =< P > /B2. Also shown plotted is the normalised power equation for
induction heating a cylindrical metal sample [87], where

Pr (9.12)
P,= ——— '
CFB?
PL=2amb(Ba/to) >V Tppiopts f (9.13)

].U]n T TTh T |r|| T TTh T III| T TTH

& # (a) L.F. approximation
~ 3——=a (b) Induction heater
| &—a (c) Exact

CRTRr e

1{}‘- 1 111l ]I[Il 1 111l [Illl 1 111 1 111

10° 10* 10°

plnsb.ep
f{Hz)

Figure 9.3 Normalised power dissipated in aluminium solid
cylinder, radius 12.59 mm, length 10 mm. (a) Low-
frequency approximation (9.11), (b) induction heater



(9.12) and (c) exact equation normalised to

P, = (P)/B;.

a and b are the radius and cylinder length in (m), respectively. f is the
frequency, C a coupling constant and F' a transmission coefficient. These
are not given in the reference but they are not necessary here because of the
normalisation.

9.2 Wave impedance

The intrinsic or wave impedance is defined as follows:

Substituting for (8.47) and (8.7) gives
Zi = mp ?EZ; _ ., Zail(g) ’ (9.15)
or
7 — J1(u) (9.16)
b o(u)
where
Z, = §"’mp = §"*(wp/0)=(1 + j)p/s (9-17)

is the wave impedance of a semi-infinite good conductor defined by o/
we>10 [20].
This is shown plotted in Figure 9.4 and Figure 9.5.
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Figure 9.4 Wave impedance determined from E/H using (2.101).
Applied field amplitude B,=1 mT, copper rod radius 4



mm. (a) f=1 kHz and (b) /=1 MHz
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Figure 9.5 Impedance-frequency characteristics (a) wave
impedance Z = E/H (9.16) and (b) impedance Z = V/I
(9.2). Applied field amplitude B,=1 mT, copper rod

radius 4 mm, length 5 mm, r = a=4 mm.

9.2.1 Average wave impedance

The average wave impedance is defined by

_ 9 [o
Z;=— rZ(r)dr (©.18)
as Jo
If Z(r) = Zy is uniform and constant, then the average internal
impedance is Z=(2/a®)Z; [, rdr=(2/a%)Z1(a?/2)=Z; as expected.
Substituting (2.101) into (9.18) and converting to the variable u gives

7, = 29';/% © A 9.19)
a’m Jo  Jo(u)
9.2.2 Average impedance and permeability
Substitute the permeability from (8.21) into (9.16) to give
Zo = Zo(ug/2)<pr > 12 (9.20)
Substitute for u, = maj>?, then
Z o = —wo(a/2)<p, > (9.21)
or in terms of the real and imaginary components of <u,. >,
Zsa = —who(a/2)<p’ — ju" > 9.22)
Using approximate values of <u;,-> from (8.34) and (8.35)
(9.23)

1
! o 1 4
w=1l+x ~1 12 (a/d)



1
,U,” _ _X// ~ 0‘2/221(“/5)2 (9.24)

gives the quadrature components of the impedance

/ 0 1
Zjo = 21— —(a/8)'] 623
zy, = £ (a/5)? (9.26)

8

9.2.3 Power dissipation

The relationship between power flow and impedance is given by (see p. 59,
(3.102)),

2 2
<P>= f; Re[Z(w)] = E’2 Rell/2(w)] W 9.27)

Substitute (8.7), (8.48) and (9.22) into (9.27) gives

1 ( BoJ,(u)

<P>=-———F—=
2 ,quo(ua)

2 , (9.28)
) wmolor2)<is >

and

(9.29)

Cpo_ [ PPuBapn
4 NoJO(Ua)

) wito < ' > Wm™?

9.3 Conducting-superconducting mixed state

9.3.1 Impedance from E/H

The impedance of the cylindrical conductor, which also contains
superconducting regions, that is, the mixed state, may be considered by

using the substitution u, = maj>? = jya, (u,/2)* = — (ya/2)?, where



P = A7+ 5(2/8%).

(9.30)

A 1s the superconducting penetration depth which in the weak field limit

is given by the Gorter—Casimir equation

A(T) = Mo[1 — (T/T.)"] "

(9.31)

where A, i1s the penetration depth as 7" — 0 and 7, is the critical

temperature. For YBCO, 4,=150 nm and 7,=93 K.

ugJ1(u)

aJ,(u) °

Substituting u, = jya in (9.15), Zy = —p gives

Jl (ua)
Jo(ug)

Zy = —J1p

Re-write the permeability (8.21) as

Ji(uq) Ugq
To(ua)  H 772

and substitute into (9.32)

Zy = —jyp(ua/2)<pr > .
Then, substitute for u, = jya to give
Zy =7"p(a/2)<p, > .
Substitute for the permeability as in (9.25) and (9.41) to give
Zs=7"pla/2)<p’ —ju" > .
" / / 2
pa | [ p 2p p 2p
Zy = — —
=5l %) ()

We can then approximate as follows:

(9.32)

(9.33)

(9.34)

(9.35)

(9.36)

(9.37)



y , i (va)? (9.39)

gives the quadrature components of the impedance

~2pa 9.40
Z, =723+ (ha/2)" 040
4 3
n__ Y pPa (9.41)
26 = "¢

9.3.2 Superconductor with mutual coupling

Assume that the supercurrent couples magnetically with the normal current.
This may be modelled by an equivalent circuit of a normal inductance L, in

parallel with a superinductance L, as discussed previously on p. 44, Figure

2.10. This resulted in a general equation for the propagation constant which
applied to a normal conductor, superconductor or dielectric, depending on
the choice of equivalent circuit. The previous analysis concerned an electric
field applied to a rectangular slab. The analysis is repeated here, but for a
cylindrical conductor in an applied axial magnetic field. The current density
i1s now given by

VxH,=Jy,=yrE =1,/(ba) (9.42)
The specific admittance is
yr = Yrg; g=d/A=2ma/ba=2m/b (9.43)

where g is a geometrical constant for currents flowing around the axis of the
cylinder, where d 1s the length of the current path, A is the cross-sectional
area, a 1s the cylinder radius and b is the cylinder length. From Maxwell's
first (3.46)

OH, (9.44)
“H ¢

VXE¢:



OV xH,  OyrE, (9.45)

VXV XEs=—p 5 —Hh gy
Using
VxVxE=V(V.E)-V’E (9.46)
and assuming V. E = p,/e=0, then
VIE,  u aygtEqs g (9.47)
For sine waves
V’E4 = jwpyrEy (9.48)

Comparing this with the general Helmholtz (2.57) for E gives for the
propagation constant

? = jwpyr (9.49)
where
yr =g¥Yr =gZ;' =g(Z7' + Z ") (9.50)

where Z; 1s a leakage impedance and Z is the impedance of two inductors in
parallel given by Raven [47]
 ZhZy - Xy, (9.51)
I+ Zy— X3,

where Xjs = joM is the mutual inductive reactance coupling the two
inductors. The mutual coupling is defined by

M =ky/L1Ly = k\/L,L, (9.52)

where k is the coupling coefficient which is expected to be close to unity for
a simple superconductor.



For the case of normal current coupling with a supercurrent, Figure
2.10, then

Zl - Zn - Rn +jWLn7 Z2 - Z)\ - R)\ +jw-L/\a XM = JWM (953)

where Z,, R, L, are normal impedance, resistance and inductance,
respectively. Z), R), L) are superconducting impedance, resistance and
inductance, respectively. Equation (9.49), then becomes

v = jwug(Z 7 + 27 (9.54)
9.55
. Z1+Z2—X]2\4+Z_1 ©:33)
= A | jw

To check this put X3,=0, Zp =, Z|1 =R, 1/Z] = jwC,,. Hence,

(9.56)
v? = jwpg(jwCp + 1/Ry) = —w?ugC, + jwug/R, = —w?ue + jwuc

This agrees with (2.58). Note that if ¢ or i is a complex, then the real
and imaginary parts of (9.55) are modified. The azimuthal impedance of a
type II superconducting rod in an axial magnetic field is then given by
(9.15), restated here as

Uajl (ua) (957)

Zy=—
¢ P ad,(ug)

where u, = jya and y from (9.55). These results may be compared with the

impedance determined from V/I (8.58,8.71) and compared with known
values of impedance determined experimentally, [56,84—86f]. These results
expressed by (9.57) apply to any conductor, dielectric or superconductor,
depending upon the choice of the equivalent circuit parameters.

9.4 Theoretical results



Figure 9.6 (MU12g2.ep) shows plots of x4 and x' versus d/a using (8.25)
and 1, 2 and 5 terms from the Bessel series. Note agreement between 2 and
5 terms for d/a>1.5. The data was obtained using BASIC programmes
MU12g2.BAS, which produced data file MU12g2.DAT. This was plotted
using Easyplot, which produced plot MU12g2.EP. All files are contained in
the root directory AAbes and subdirectories BASIC, Figs and Tex.
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Figure 9.6 Complex permeability dependence on skin depth/rod
radius from Bessel functions(mul2g2.eps)

Figure 9.7 (MU12gb.ep) shows plots of u and u' versus p/p1, where p| =
wp,a*/2. If p1 and p are known then the sample resistivity can be

determined from this universal graph.



Permeability versus normalized resistivity
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Figure 9.7 Complex permeability dependence on resistivity from
Bessel functions(mul2gb.eps)

9.5 Experimental results

9.5.1 Resistivity measurements

The resistivity of a copper rod, dimensions 30 mm long and 4 mm in
diameter, was measured by passing direct currents of up to 50 A through the
rod and measuring the voltage drop using four-terminal techniques and a
high-impedance digital voltmeter. The current was then reversed, and the
mean value obtained. The I/V results are shown in Figure 9.8 for
measurements at room temperature and 77 K. The mean distance between

the voltage contacts was [=8.81 mm. This yielded resistivities of p=2.81



n2 m at 77 K and p=23.5 nQm=2.35 uQ2 cm at 300 K for this particular
sample.

Copper rod current voltage characteristics
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Figure 9.8 Current voltage characteristics for a copper rod at 77
K and room temperature (RT/10)(rodv2.eps)

9.5.2 Susceptibility measurements

The susceptibility of the above copper rod was measured using a
differential ac susceptometer [81,82]. The applied field amplitude ranged up
to about 25 mT at several different frequencies. All measurements were
carried out at a temperature of 77 K. Figure 9.9 (curodalb.ep) shows
complex differential voltages V), V] obtained from the copper rod
described above at frequencies of 20, 50 and 100 Hz.



Susceptometer differential voltage
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Figure 9.9 (Measured complex differential voltage Vy at 77 K as
a function of applied magnetic field B, for several

frequencies, determined using a magnetic
susceptometer(tcualb2.eps)

The susceptibility was calculated from the differential voltage
measurements using

N = Vzl) X" B Vl’)’ (9.58)
ext — ’ ext
VDo VDO

where Vp, = a(Ny/Lg)v;,wB,, 0=0.5498, Ng=2500, L,=0.013 m, v,,, = nr?l,
[=0.03 m, =0.002 m. Putting Vp, = uB, gives u(20 Hz) = 5.022, u(50 Hz)
= 12.5566 and u(100 Hz) = 25.113. Figure 9.10(curada2.ep) shows plots of



Xext obtained directly from Figure 9.9 using (9.58) and the above values of
VDo- The mean values obtained are listed in Table 9.1.

Copper rod, 30mmx4mm
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Figure 9.10 Complex susceptibility determined directly from the
differential voltage measurements in Figure
9.9(curodaZ.eps)

Table 9.1 Comparison of theoretical and measured mass
susceptibilities of copper at 77 K. Mass susceptibility y,,

= (. — D/pcy (MUCUOB.BAS).

f X;xt X Xga:t _X;h X;E,h _Xlemp Xl@lfﬂp P'
Hz 10+ x1073  x10°8 x1070 x10°8 x10® nQCm
20 1.84 2.78 11.8 3.15 2.059 0.307 6.75
50 5.52 6.65 73.6 7.82 6.177 0.744 9.76

100 11.45 12.77 287 15.3 12.822 1.43 13.57




Theoretical and experimental ac mass susceptibilities for copper are
listed in Table 9.1. The theoretical values were determined from five terms
of the Bessel series. At these frequencies, only a small error 1s introduced
using two terms of the Bessel series or (8.34) and (8.35). Also, the error due
to demagnetisation effects is negligible. In these calculations, the specimen
dimensions were those used in the experiment, and the resistivity
corresponded to the measured dc value of 2.81 nQm. at 77 K. The literature

value of the mass susceptibility at 100 K is y,,, = — 0.113 x 10 ®m™3. The

final column in this table shows the resistivity calculated from (8.36) using
measured y values. This result is also shown plotted in Figure 9.11
(LGf2.ep).

Resistivity from %' (eq.40)
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Figure 9.11 Resistivity calculated from (8.36) using measured y
values(LGf2.eps)



Chapter 10
Hollow cylindrical conductors

10.1 Introduction

In this chapter and the following chapter, the dc and ac properties of copper
tubes are examined, respectively. Tubular conductors are important in many
areas of electrical engineering and physics, ranging from power frequencies
to microwaves. Copper or aluminium tubes are also widely used as busbars
in HV substations [101]. Compared with solid busbars, they are apparently
lighter and cheaper to manufacture [102]. These busbars must be able to
withstand very high transient currents and voltage switching transients. The
recent disaster at the Hayes substation, which caught fire and shut down
Heathrow airport for a day, indicates the importance of reliable busbars
[103]. However, the exact cause of this disaster has not yet been discovered.

10.2 Cu tube resistivity, density and — axial dc
measurements

In the following, we have analysed standard Cu-DHP copper tubes
(deoxidised oxygen-free copper) [100]. Firstly, dc properties and then ac
properties are presented. For steady state dc measurements on tubes, the
analysis and measurements are relatively simple compared with the ac case,
since for dc, the tube geometry and resistivity determine the resistance. For
measurements on Cu—DHP copper tubes, the resistivity of the copper is



higher than pure copper due to the presence of phosphorus in the
manufacture of the tubes, [100]. The phosphorus, at between 0.015% and
0.04%, 1s included to improve the mechanical performance of the tubes.
However, this raises the resistivity of the copper from 17 nQm for pure
copper to about 21.7 n2m for Cu—DHP copper.

In the dc case the measured resistivity is obtained from

_ ARy (10.1)
le

P

where R; i1s the tube resistance, /, i1s the electrical length between the
voltage contacts. A, is the tube cross sectional area. This is simply given by

Ay =n(rl, —r}) (10.2)

where 7,4 and r;jy are the outer and inner tube radius, respectively.
Alternatively, if the thickness of the tube wall #,, 1s measured then A4; is
given approximately by

Ap = m(Pog — ty/2)? (10.3)

The resistivity was measured using dc four terminal //V techniques. The
high and low currents HI, LI, were injected and extracted to the ends of the
tube, respectively. The high and low voltages HV, IV were measured a few
cm from the current terminals. The current and voltage terminals were
made either by soldering wires to the copper tube or using copper wire rings
screwed tightly to the tubes. Constant currents up to 3 A were supplied
from a programmable power supply, Tenma 72-2720. The voltages
measured using a high-input impedance digital voltmeter, Solartron 7150+,
range 0.2 V, 6.5 digit sensitivity 100 nV, impedance >10 GQ. The I/V
results for several specimens are shown in Figure 10.1. The curve fits for
the data are given by

Vipir21=0.6761 — 8.10 x 10~%, mazdevn:0.00130 (10.4)
Viwtor=2.861 + 6.79 x 10~*, maxdevn:0.00421
Viu1s£2=0.06501 — 6.43 x 10~%, maxdevn:0.0264
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Figure 10.1: DC I/V measurements for copper wire wir2.1 and
tubes tulOL, tul 5L2. See Table 10.1

This method of determining the tube cross sectional area (10.2) gave
good results for solid copper wire, Table 10.1.

Table 10.1 Cu tube resistivity and density measurements

Sample Resistivity Error Density Error
p nQm % kgm ™3 %
Cu 17 0 8930 0

Cu-DHP 21.74 0 8900 0



Resistivity Error Density Error

Sample nOm o kgm_3 o
Wire 2.1 17.2 1 9078 1.6
mm

tulOL 20.58 -5 8495 —4.5
tulOLs1 19.5 —10 8837 -1
tulOLs2 20.6 -5 8436 =5
tulSL2 23.34 7 9130 2
ring28 29.34 10 9044 1.3

However, for copper tubes, this gave erroneous results. Possibly
because the radius varied slightly along the length of the tube, making a
significant variation in the area 4.

A superior method was to immerse these samples in water and measure
the volume of water displaced, v, as described below. Using this

displacement measurement technique, the copper tube agreed to within a
few per cent of the density of Cu—DHP, Table 10.1. The tube area is then
given by

A= (10.5)
li

where /; 1s the tube length, from this the resistivity was obtained from

(10.1). The values obtained also agreed with the Cu—DHP resistivity within
a few percent, Table 10.1.
In Table 10.1 the copper wire was 2.1 mm diameter, total length 22.4

cm, weight 7.042 g. This gave a density of 9078 kg m™>. The I/V

measurements gave an average resistance of 0.676 mQ for an electrical

length 13.6 cm long. The cross-sectional area of the wire was 3.463 mm>.

This gave a resistivity of p=17.2 nQm.

The sample tulOL refers to a hollow copper tube with a diameter of 10
mm, a wall thickness of 0.7 mm, a total length of 3.04 m, an electrical
length of 2.84 m, bent into a loop (U shape) with gap of 10 mm between
plastic bars, Figure 10.3. The following details were etched on the tube:
“BS1057 OUTOKUMPU tube-e. Premium 10x0.7 WWW tube-e.com”.
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Figure 10.3 Specimens top to bottom: tulOL, tul 5L, and tul 5L2.
Refer to Table 10.1

The distance between voltage contacts was 284 cm. The [I/V
measurements, Figure 10.2, yielded and average resistance of 2.859 mQ
and resistivity p=20.58 n©2m. The tube weight was 528.1 g. This gave a

density of 8495 kgm
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Figure 10.2 Cu tube, 304 cm long 10 mm diameter. DC I/V
measurements. Yields R,y = 2.86 mQ. This gives

resistivity p=20.58 nQm. See Table 10.1.

Specimens tulOLs1, Ls2 were copper strips taken from tulOL ends.

Specimens tul5L2 was a copper tube 15.87 mm average outer diameter,
average wall thickness 0.946 mm total length 16.7 cm, electrical length
between voltage contacts 11.5 cm. The //V measurements yielded an
average resistance R=65 uQ, resistivity 23.34 nQm.

10.2.1 Measurement of sample volume by water displacement —
Archimedes principle [99]

The sample was placed in a plastic tube sealed at the bottom (Figure 10.4).

A mark was made on the tube wall m| where the maximum height of the

sample occurred. The sample was then removed, and water was inserted
into the mark m ] on the wall. The sample was then re-inserted and a second

mark m> made where the water reached. The displacement length was then
given by my —mj.

Figure 10.4 Containers for measuring specimen volumes by the
water displacement method (a) large specimens and
(b) small specimens

For example, sample tul5L2. The increase in water volume after
inserting the Cu tube was 6.9 ml as measured with a syringe. The tube



weight was 63 g. Hence the mass density was 63/6.9=9.13 gecm™> or 9130
kgm 3. This is 2% higher than that given for Cu—DHP, see Table 10.1.

10.3 Inductance of a hollow tube and solid
cylindrical conductor

Equations for the inductance of a solid wire are well known [20]. Equations
for the inductance of tubular conductors are also available [106]. However,
James Clerk Maxwell was one of the first to derive expressions for these
conductors, and we briefly give details of his results.

In the theory due to Maxwell [3] for the inductance of tubes, we assume
a very long loop with forward and return tubes and consider only a small
section of the loops far from the ends. The length of the tube is considered /,
the internal radius is ap, the outside radius is @ and the distance between

the forward and return tube axes, b. Using magnetic induction and the
kinetic energy for this arrangement, Maxwell obtained the inductance as
follows:

2 Wi a§—3a§+ 4a; ay (10.6)

In + [W(7
aiar! 2 | a?—ai al—-adl a )

L/l1=2u, In

where u, 1s the relative permeability outside the conductor and y; the value

inside the conductor. The equation in the second square brackets applies to
the return tube. This equation is the same as the first except that all terms
are replaced by primes ('). If the conductors are solid wires, ay and a5 are

zero then
b? pi + (10.7)

L/1=2u, 1
/ Mnala'l_‘_ 2

Converting to SI units by putting x4, = p./4r and p; = pu;/4n we obtain



2 ) 2 3 2 4 4 10.8
N T
2m aia; 8T | ai —aj aj — a; a2
and for a solid wire
b2 i + )
pjl=teyy 2 BTH (109)
2T aiaj 81
If a; = af, az = a), and p; = p; the tube inductance is then
: 2 _3q2 4at 10.10
L/l:’ue In b +/~% a12 22 2“22111 ai ( )
T ai 47 aj — a; aj — as as
and the inductance of a solid wire 1s
e b 7
L/l = M In n M (10.11)
7 ay 47

As mentioned, an expression similar to (10.10) was obtained using flux
linkages in a tubular conductor [106]. Equation (10.11) for a solid wire has
also been derived using vector potentials [20].

Maxwell points out that “If the wires are magnetic, the magnetism in
them will disturb the magnetic field and we cannot apply the preceding
reasoning. Equations (10.6) and (10.7) are only strictly true for
wi = = pe”. However, ferromagnetic conductors can be considered,
provided they are not magnetised, but this may be difficult to avoid.



Chapter 11
Hollow cylindrical conductor — axial AC:
experimental measurements

11.1 Introduction

In this chapter, we present some experimental impedance measurement
results obtained from hollow cylindrical conductors and compare these with
theory. The experimental techniques employed include Hewlett-Packard
Gain-Phase Meter (GPM) HP3575A, Racal LCR Meter 9343M, Wayne
Kerr Universal Bridge B224, and HP Impedance Analyzer HP4192A. All
the instruments were 4-terminal techniques except the GPM, which was
two-terminal. The four terminal techniques reduce parasitic external error
terms. In the GPM case, a process of de-embedding was used, which
involved cancelling out parasitic external error terms [104]. The GPM
technique had the significant advantage of permitting the application of
higher drive currents.

11.2 Tube impedance theory

A widely used equation for determining the internal impedance of a tubular
conductor, internal radius g, and outside radius r, is given by [106]

Z = pm/(2wqD)[Io(mq) K1(mr) + I;(mr)Ky(mq)] (11.1)



where
D = [I(mr)K1(mq) — I,(mq)Ko(mr)] (11.2)

In these equations, / and K are modified Bessel functions of the first kind, p
is the resistivity of the conductor and

m = +/ jwpo (11.3)

The theoretical results using equation 11.1 are shown plotted in Figure 11.1.

Copper tube theoretical impedance and internal inductance, .

Ol T T Tt T g L0
i .
001
% 0.001 167 =)
- ]
N ReZ
0.0001
: ImZ
0.00001 11 |e|:||| 1 11w Lol |1l Lol | |||]n1ﬂ

5 7

10" 10° 10° 10’

f(Hz) zatttl0Lb.ep

Figure 11.1 Frequency dependance of impedance and inductance
for a hollow copper tube showing skin effect. See
Chapter 11, (11.1). In this example the tube length was
3.04 m with inner radius 4.3 mm and outer radius 5
mm.



11.3 Experimental results

Figure 11.2 shows impedance results obtained from sample tulOL
previously described in chapter 10 and Table 10.1. Experiments from GPM
measurements [1,104] and theory using (11.1).

Sample t10L.

(.01 T T TTTTT] T T T TTTT] T T T LT
R(L})
- B—8 R,
T CGPM
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B £ R (WK2)
0.005H+ R (hp4192A)
4
v o £
Rm =285m0
0.002 —
Theory from atptl0L.txt
GPM from tr3c.ep.
HP from T10Dh.txt
WEK2 from Wayne Kerr twklc.ep
LCR from Databridge LCR meter
0.001 Lol Lol RN
10° 10° 10* 10°
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Figure 11.2 AC resistance of a long hollow Cu-DHP tube, 10 mm
dia 3.04 m long, sample tulOL. Theory from (11.1).
Experimental measurements using gain phase meter
(GPM) HP35754, Impedance Analyzer HP4192A4, AC
Bridge Wayne Kerr B224, LCR meter databridge
9343M.

Figure 11.3 shows inductance results obtained from the same sample
tulOL. The average inductance is about 1.8 uH.



Experimental inductance measurements
of 10 cm dia Cu Tube tul OL.
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Figure 11.3 Experimental inductance measurements of 10 cm dia
Cu Tube tulOL. GPM, [104], with PA and Rs = 3.305
Q, 35nH. FG = 1 Vrms. Wayne Kerr Bridge B224,
Racal LCR Databridge 9343M.

The dc inductance obtained from (10.10) gives a total value of 1.11 uH.
This is considerably lower than the measured ac value. However, the
calculated value of the external value is Le = 1.8214 xH, which is closer to
the measured value of 1.8 yH.

The dc inductance was calculated for sample tulOL with dimensions in
m: [=1.52, al=5.1e — 3, a2=431e — 3, and b=0.1. This gives for the
inductances in y¢H: external Le = 1.8214, internal Li = —0.7114 and total
L=1.11.



Chapter 12
Hollow cylindrical conductor — impedance analysis

Much of the analysis on solid cylindrical conductors can be modified and applied to the case
of a long hollow cylindrical conductor or tube. DC analysis and testing, along with a
simplified ac analysis based on one skin depth, have already been considered. In this chapter,
we consider the detailed analysis based on Bessel functions[115]. Conducting tubes excited by
an axial magnetic field are considered further on.

12.1 Current density

As for solid cylinders, we consider an ac generator driving a constant current / = [,,¢/“* parallel

to the z-axis of the tube. The tube has outside radius a, inside radius b, and length /. The
following analysis is initially similar to the solid cylindrical conductor case. Still, in this case,
for tubular conductors, the Bessel function solutions need to include Bessel functions of the
second kind.

For a good conductor with current flowing in the z-direction, and assuming the
displacement current is zero, then

J.=0E,, E,=pd, (12.1)
Equation (5.9) becomes
0%J, L1 oJ,  9J. (12.2)
or? ror  Har T

12.1.1 Sine waves

For sine waves, J,(r, f) = J,&®! and 0/6t = jow, (12.2) becomes

0%J, 19J, (12.3)

or? + r Or

— jwpod =0

Putting



(12.4)

u=mrj*? m=/(wuo)
0%J, 10J, (12.5)
ou? * u Ou +

Hence J and E fields are given by a zero order Bessel equation with complex argument u,
where u = mrj3?. The general solution is given by

J = Ady(u) + BN,(u) (12.6)

where J,(u) and N,(u) are zero order Bessel functions of the first and second kind,

respectively. (See the general Appendix.)
For the outer surface of the cylinder » = b, the solution is

sz - AJO(Ub) + BNo(ub) (127)
For the inner surface of the cylinder » = a, the solution is
Jza = A']o(ua) +BNo(ua) (128)

where both J;,; and J,}, are constants for a given frequency. Solving (12.7) and (12.8) for 4
and B, respectively.

A= [J4No(uy) — JaNo(up)]/D (12.9)
B = [Joado(us) — JupJo(ua)]/D (12.10)
D = J,(up)No(ug) — Jo(ua)No(up) (12.11)

Although we know J,p because this is the applied current. J,, is unknown but can be
obtained by differentiating J,p and J,, wrt up, and u,; as indicated by the prime (').

J,=0=AJ!(up) + BN, (up) (12.12)

J.,=0=AJ)(us) + BN, (u,) (12.13)

Both J, and J/, are zero because these fields are constants at the surfaces a and b. Hence,
AJ!(up) + BN (up) = AJ.(us) + BN!(u,) (12.14)

A Ny(ua) — No(us) (12.15)
B Ji(w) — Jh(ua)

Abbreviate the parameters



']O(ur) = Jr, ']o(ua) = Ja, Jo(ub) =
NO(UT) = NT, No(ua) - Naa No(ub) - Nb
Jz(ub) - sza Jz(ua) - Jzaa Jz(ur) - er

For (12.76) and (12.7), substitute for 4 and B from (12.9), (12.10), and (12.11)

. szNa_JzaNb Jzan_szJa (1216)
T = 5 J, + 5 N,
szNa_JzaNb Jzan_']zbJa (12 17)
Jap = J N, )
b D b+ D b
where
D=JN, — J,Np (12.18)

From (12.16) and (12.17) put

c1 =a1x+ by (12.19)
co = asx + boy (12.20)

where
c1 = Jw,a1 = Jp,x = A, by = N,y = B,ca = J a2 = Jp, (12.21)

r=Aby=N,,y=B

Solving (12.19) and (12.20) for x and y

o Cle — Cgbl (1222)
a1b2 — a2b1

_ @t~ @20 (12.23)
a1b2 — a2b1

Substituting for the parameters from (12.21) gives

A— szNr - erNb (1224)
JpN, — J. Ny
B— Sordy — Jpdr (12.25)
JbNr - JrNb
Hence,
A . szNr - erNb o N,a - N/b (1226)

B B ert]b_szJr B J’b_J,a

Solving for J, gives



N, Ky — J, K, (12.27)

Jp=dJ
zr zb NbKl — JbKQ

where K1 = J, — J/, K, = N, — Nj are constants for fixed frequency.
Obtaining the surface current density at a from (12.27), where N,. becomes N, and J,

becomes J,; gives

o NaKl _ JaK2 (1228)
Jza - sz NbKl _ JbK2

Inserting the full parameters gives

_ No(ur) K1 — Jo(ur) Ko (12.29)
T ) = ) R ) Ky T () K
NO a K - Jo a K .
T ) = ) R (12.30)

where K1 = J.(uy) — J.(up), Ko = Nl(ug) — N.(uyp

12.1.2 Wave impedance

The wave impedance is defined by

7z, — E, (12.31)
Hy
where E is given by
E,=pJx (12.32)

p 1s the resistivity of the metal tube. J;. is given by (12.77) and Hy by (5.97).

1 dE, (12.33)
Hy(r) = Jjwp  dr
dE,
From (12.32)
172 dJ 12.35)
H, — 1/2 AJzr (12.
¢ = mpj du
The impedance at » then becomes
Z.(uy) = B, mpj /2 Jo(ur) (12.36)




Inserting the full parameters gives

— No(ur)Kl - JO(UT)KQ (1237)
_ 1/2
Zelun) = el N Ky — T Ky
Since
J!(u) = —Ji(u), N.!(u)=—Ni(u) (12.38)
) — g2 el () = )] — T M) = M) ) (1230

N1 (ur)[J1(ua) = J1(us)] = J1(ur)[V1(ua) — N1(us)]’

where K1 =~ [J1(ug) = J1(up)], K2 =~ [N1(ug) = N1(up)].

12.2 Current amplitude

The current supplied to the tube is given by

I =TI, (12.40)
where [, is the amplitude.
b b 12.41
I, = / J.(r)ds = / J,(r)2nrdr ( )
From (12.4)
u=mri>?, r=u/(mj*?), dr=du/(mj*?), rdr=udu/(m?;®) (12.42)
Hence
or  [? (12.43)
Io — m2j3 /a Jz(u)udu
From (12.77)
No(ur) K1 — Jo(ur) Ko (12.44)

J.(ur) = J.(up) N, (up) K1 — Jo(us) Ko

where K1 = J)(ug) — J)(up), K2 = N.(u,)— N,

o(up) are constants for fixed frequency.
Substituting for J,(u,-) gives

o 27TK3

12.45
L (12.45)

b
ey / [No(ur) K1 — Jo(ur) Kao|udu



where
K3 = J.(up)/[No(up) K1 — Jo(up) Ko] (12.46)

The Bessel function integrals are given by

/uJo(u)du = uJy(u), /uNO(u)du = uN;(u) (12.47)
I, = 27TTK33 [uN7(u,) K7 — qu(uT)K?]Z (12.48)
m=J
K
I, = ZTTJ;) [upN1(up) — o N1 (ug)| K1 — [upd1(up) — uadi(ug)] Ko (12.49)

The average current density in the tube is the current amplitude divided by the tube wall
cross-sectional area

J.(ave) =1,/8 = I—"_ (12.50)

12.3 Internal impedance

The internal impedance of the tube is given by (5.75)

J: :
Zi(r) = pl (r) (12.51)
I,

Zz( ) lez(ub) No(ur)Kl - Jo(ur)K2 (1252)
1, [No(up) K1 — Jo(up) Ko
2tK
o= o TN (un) — waNa () | K — [un]s () = vy () K (12.53)
K3 = J.(up)/[No(up) K1 — Jo(up) K] (12.54)
_ plm2j3[NO(UT)KI*JO(UT)Kﬂ
ZZ(T) T 2r{[up N1 (up) —ua N1 (ua) | K1 —[upd1 (up) —ug 1 (ue)| Ko}
plm?j® = —jplwpo = —jwp 2m1.
‘ Jo T Ky — No r K — .
Zi(r) Jwp[Jo(ur) K> (ur) K] Oom-1  (12.55)

- 2 {[upN1(up) — uaN1(ua)| K1 — [upd1(up) — ugJ1(ug)] Ko}

where K1 == [J1(ug) = J1(up)], K2 == [N1(ug) = N1(up)] or



Ky = [Ji(up) — J1(ua)], K2 = [N1(up) — N1(ug)] (12.56)

ey = o) Vo) ~ Nwa)] = Nofur)) = nwn)ly (, Ly (1259
l 2m{[upN1(up) — uaN1(ua) [ K1 — [upJ1(up) — uaJ1(ue)| K2}
Zi(r) = j%b [o(us) [N (up) — Ni(ua)] — No(ur)[Ji(up) — Ji(ug)]} 2mt (12:58)
where
D=2m{[upN1(up) — ugN1(ug)| K1 — [upJ1(up) — uad1(ug)] Ko} (12.59)

12.4 Average current density
The average current density is defined by

1
Jowe = 5 /Jz(r)ds (12.60)

where S is the cross-sectional area of the current path. Which, in this case, is a tube with cross-
sectional area S = m(h*> — a?). Hence,

1 b (12.61)
Jave = 771_([)2 — ) /a J(r)2mrdr
From (12.4)
u=mrj’? r= u/(mj3/2), dr = du/(mj3/2), rdr = udu/(m?;%) (12.62)
Hence
o b (12.63)
Jave — 7I'(b2 — a2)m2j3 /a Jz(u)udu
From (12.77)
No(ur) K1 — Jo(ur) Ko (12.64)
Ji(u,) = J,(u
() = T ) Ky = To(u) Ko
(12.65)

b b
Jove = K4 K5 [/ No(u,)Kiupdu — / Jo(ur) Kou,dul

where

K4=J,(u)/[No(us) K1 — Jo(us) K] (12.66)



o (12.67)

Kb5=
(b2 — a?)m?;3

The Bessel function integrals are given by
[urtwiu=wn, [uN,d = uviw (12:68)

gives
b b (12.69)
Jawe = K4K5[ | No(ur)Kiu,pdu — Jo(ur) Kou,pdul

Jave = KaK5{[upN1(up) — uaN1(ua)| K1 — [upJ1(up) — ueJ1(ua)| Ko} (12.70)

12.5 Average internal impedance

The average internal impedance of a metal tube length /, supply current amplitude /,, is given
by (5.75)

Z(ave) = pl J}we (12.71)
(12.72)
Zi(ave) = 2mpld,(up)  {[usN1(up) — waN1(ua)| K1 — [updi(up) — uad1(ug)| Ko}
’ (b2 — a?)m?j3 I,[Ny(up) K1 — Jo(up) Ko
(12.73)
) — 2 P) (s (o0) = Vs ) s~ T () — ()
' 7(b? — a?)wp(—5) Io[No(up) K1 — Jo(up) Ko
(12.74)
Zi(ave) = 2pLT(w) {[uN1(up) — ualN1 (wa)| K — [updi(w) — a1 (wa)] Ko}
l (up — u2) I,[No(up) K1 — Jo(up) Ko ’
since (b2 — a?)m?3 = b’m?5® — a’m?5® = u? — ul.
_ 2mpl/(m’5°)
Zi(r) = Mot Ko ()] (12.75)
X {[upN1(up) — ueN1(ua) K1 — [updr(up) — 'U,ajl(ua)]KZ}il
. — PU/ [N (up) Ky —J o (up) K]
Zi(r) ,fT’;g{[ule(ub)*uaNl(Ua)]Kﬁ[ule(Ub)*uaJl(ua)]Kﬁ
Yi(r) = m2T7;3{[ubN1(ub)_uaNl(ua)]K1_[ule(ub)_uaJl(ua)]KZ}

PL/ [No(up) K1—Jo(up) Ko]



Jo = Ady(u) + BN,(u) (12.76)

B N, (un) Ky — Jo(ur) Ko (12.77)
Jolur) = o) e e = T (un) K
N.K; — J. K (12.78)
Bzr — Bz
"NoK; — J,K,

where K1 = J/, — JI,, Ko = NI, — NI are constants.
Substituting (13.37) and (12.78) into (12.31) gives

KNI, — KyJI
_ .3/2 131 r 2J 1y (1279)
2o =PI TN TR,

12.6 The average magnetic field and permeability

Previously for a solid conducting cylinder, the average permeability was defined by (see
section 8.3)

B 2 a (12.80)
=g = a2Ba/0 rB(r)dr

where at the cylinder surface B, = B(a) = u,H,.
For a conducting tube the average magnetic field is

b
B= 2 2_ / rB(r)dr (12.81)

If the magnetic field in the tube walls B; is uniform and constant then the average internal field
1s as expected

2 b 2 b2 — a? (12.82)
2 —a2 '), B2 —a2 ' 2 .

B 2 b (12.83)
L=—=—— B(r)d
K= B, ~ By — ) / rB(r)dr
where By, is the applied field. Substitute for B, = B(r) (12.78)
2 b N.K, - J,K, (12.84)

e i
a (b2 —a?) J, "NK — LK,



12.7 Field transmission and screening factor

The Field Transmission (T) is defined by the ratio

7 BO) (12.85)
B(a)
Also of interest is the screening factor
B(b
o1 71 B0 (12.86)
B(a)

12.8 Admittance analysis

The internal admittance of a solid cylindrical conductor of radius a is Y,. The internal
admittance of a solid cylindrical conductor radius of b is Yp. The internal admittance of a tube
thicknessa —bis Y,p =Y, — Yp.

Now for a solid cylindrical conductor, the radius a the internal impedance is

ug Jo(Ua) (12.87)
Za =R c
7 T1(ua)

where u, = j32212a/5 and 6=(2p/(wu))"? is the skin depth. Similarly for a solid cylindrical
conductor radius b the internal impedance is
uy Jo(up) (12.88)

Zy = Rge—
b d 2 Jl(ub)

where R is the steady state resistance of the conductor

Pl (12.89)

Rdc - 2
r

where p is the resistivity of the conductor and / its length.
The admittance is the reciprocal of these impedances. Hence,

om [ a®Ji(u,) B2 .
Yp=1/Zap = — | 2 1(ua) b7 J1(up) (12.90)
pl uaJo(ua) UbJo(’U,b)

At high frequencies

(12.91)




Hence,

v, — 27 la_? _ i]
gpl [ua  up

and, we can put
Yo = Ky/f'7
Zab:]-/Yab - f1/2/Kf

where

(12.92)

(12.93)

(12.94)

(12.95)



Chapter 13
Hollow cylindrical conductor — axial B

13.1 Introduction

A magnetic field applied to a solid cylindrical conductor was considered
previously, page 131. In this chapter, we consider a conducting tube such as
may be used in substation bus conductors [109](not a clippie!). The present
analysis and measurements are mainly limited to low-power conditions.

13.2 Magnetic field analysis

In this case, we consider a time-dependent magnetic field B = B &/’

applied axially to a long cylindrical tube conductor with inner radius a, and
outer radius b ( Figure 13.1). B, is less than the saturation flux density Bg,;

and any static magnetic field is assumed zero, that is, Bj.=0. The field

penetration into the conductor is obtained from Maxwell's equations, which
yield the diffusion (5.3) re-written here as follows:

V’B = jm’B (13.1)



Figure 13.1 Magnetic field applied in the z-axial direction of a
metal tube

where m? = wuo or m =\ 2/9, skin depth § = /(2/wpo). In the following,
the magnetic field is in the z-direction, so B = Ba,, p = r, and we drop the

subscript z. In cylindrical co-ordinates (13.1), then becomes

o0 ( OB 0’B  9°’B (13.2)
V2B — 1 7 el -2 — 4 2B. .
" o (r or ) T e e M
Assuming B does not vary with angle ¢ or distance z, then
0’B 0B (13.3)
2 . 21 2
"5 —|—rﬁ—jm Br°=0

which is Bessel's modified equation order 0. The general solution for the
magnetic field inside the tube walls is

B(’I“) = AJo(ur) + BNO(U’T) (134)



where a<r<b, J,(u), and N,(u) are Bessel's functions of the first kind and

second kind respectively with complex argument u and order zero. (See the
general Appendix.) For the outer surface of the cylinder » = b, the solution
is

B(b) = AJ,(up) + BN,(up) (13.5)
For the inner surface of the cylinder » = a, the solution is
B(a) = AJ,(ug) + BN,(ug) (13.6)

where both B(a) and B(b) are constants for a given frequency. Solving
(13.5) and (13.6) for A and B

A = [B(B)N,(ua) — B(a)N,(ws)]/D (13.7)
B = [B(a)Jo(us) — B(b)Jo(ua)]/D (13.8)
D = Jo(us) No(tta) — Jo(tta) No(u) (13.9)

Although we know B(b) because this is the applied field. B(a) is
unknown but can be obtained by differentiating B(b) and B(a) wrt up, and u,,

as indicated by the prime (').
B'(b)=0=AJ,(up) + BN, (up) (13.10)
B'(a)=0=AJ)(uy) + BN.(u,) (13.11)

both B'(a) and B(b) are zero because these fields are constants at the
surfaces a and b. Hence,

AJ!(up) + BN (up) = AJ)(ug) + BN, (u,) (13.12)

A Ny(ua) — No(up) (13.13)

B Jj(w) — Jo(ua)

For the general solution (13.4) and (13.5) substitute for 4 and B from (13.7)
and (13.8), and abbreviating



No(ur) = Ny, No(ug) = Ngy, No(up) = Ny
B(b) = By, B(a) =B, B(r)= B,
B, — szNal—)BzaNb I+ Bzanl—)szJa N, (13.14)
B, — szNal—)BzaNb yn Bzanl—)szJa, N, (13.15)
where
D = Jy,N, — J,N; (13.16)
From (13.14) and (13.15), put
c1 = a1x + by (13.17)
Co = azT + bay (13.18)
where
c1 = By,a1 = Jp,x = A, b1 = Ny, y = B, (13.19)

C2 :Bzr7a'2 :Jraw:A7b2 :Nr7y:B

Solving (13.17) and (13.18) for x and y

c1by — caby (13.20)
€r =
a1b2 - a2b1
_a1C2 —asC (13.21)

a1b2 — asby

Substituting for the parameters from (13.19) gives

. BNy — B, Ny (13.22)
JpN, — J. Ny
B,.Jy, — ByJ,

B_ b — B (13.23)

JpyN, — J. Ny



Hence,

A  ByN,—B,N, NI,— NI (13.24)

B B Bzr']b_szJr B J’b_J’a

Solving for B, gives

N, Ky — J Ky (13.25)
N,K, — J,K,

Bzr — sz

Obtaining the surface magnetic field at a from (12.27), where N,
becomes N, and J,. becomes J,, gives

N K1 — Jo Ko (13.26)
PNK, — Jy K

B,,=B

where Ky = J, — J;, Ko = N, — N are constants for fixed frequency.

13.3 Current density

For a cylindrical conductor in an axial magnetic field the current density is
(see Section 8.3.4)

J, = Mi Blgir) (13.27)
For a conducting tube
B(u) = AJ,(u) + BN,(u) (13.28)
where
du .3/2 (13.29)

u = mrj3/2,m = Jwou, o= mj



1 6B(r) 1 0B(v) du (13.30)

Jo = o Or - o Ou dr
mj*/? 8B(u) (13.31)
Jy = 5
Ho u

From (13.25), we can put

0Bw) _, 9 [NKi-J,K>] _ 0F(w) (13.32)
ou P Oul|N,Ki— J,Ks| ° ou
where
[ N.Ki - J.K (13.33)
F(u) = [NbKl — JbK2]

Now for a given frequency, J,,J,,N., N;, are all constants (see
abbreviations page 167). Hence, we can put

8F(u) . 8 KlNr_K2Jr (1334)
ou  Ou NyKi — JpK,

Hence (13.32) becomes

0B(u) _ . 8 KN, - KyJ, (13.35)

ou P ou Ny K1 — J, K,

where K1 = J, — J;, K, = N, — N} are constants.
Equation (13.31) becomes

7o Bymj®*? & [ KN, — K,J, (13.36)
? T T he Ou | NKi — JK,
or
7o Bymj3/? [Klz\m _szl,n] (13.37)
T he | oKy — JoKs



where the primes () refer to the derivative wrt u.

Bymj®/? O(K1N, — Ky J,)

Js =
¢ ,LLO(NbKl — JbKQ) Ou

Jo(ur) - Jr; Jo(ua) - Ja,Jo(ub =J

) by
No(ur) — NmNo(ua) — NaaNo(ub) — Nb7

B(b) = By, B(a) = B,, B(r) = B,

B'(u) = AJ'(u) + BN (u)

Using the identity
dJ,(u)
=—J
du 1(u)
and noting that —>/2 = j1/2
mj1/2

Jp =

[AJ1(u) + BN1(u)]

o

13.3.1 Impedance

The wave impedance is defined by

Ly
Zy = H

where Eg is given by
By = pJy

(13.38)

(13.39)

(13.40)

(13.41)

(13.42)

(13.43)

p 1s the resistivity of the metal tube. J is given by (13.37) and H, by

(13.25).

KN, — KyJ,

BT = BbF(u) = Bb NbKl — JbK2

(13.44)



where Ky = J, — J;, Ko = N, — N} are constants.
Substituting (13.37) and (13.44) into (13.42) gives

KN — K,J' (13.45)
7, — -3/2 r r
¢ =PI KN, — Ko,

13.4 The average magnetic field and permeability

Previously for a solid conducting cylinder, the average permeability was
defined by (see Section 8.3)

B 2 fa (13.46)
= B, = a2Ba/o rB(r)dr

where at the cylinder surface B, = B(a) = uoH,.
For a conducting tube, the average magnetic field is

2 b 13.47
B = b2 5 / ’rB(’r)dr ( )
—a /.

To prove this, if the magnetic field in the tube walls B; is uniform and
constant, then the average internal field is

2 b 2 b2 — o2 (13.48)
B:b2—a23i/a Tdr:bz—a,2Bi 5 :B2
as expected. The average permeability of the tube is then
B 2 b (13.49)
H Bb Bb(b2 — az) /a " (’I‘) "

where Bp, 1s the applied field. Substitute for B, = B(r) from (13.44)



2 b N.K; — J. K
— T a< r
=0 —a) ), "KL — DK

(13.50)

dr

13.5 Azimuthal impedance

Similar analysis applied to a conducting tube, outside radius @ and inside
radius b, gives for the azimuthal impedance

21p [ued1(ue) — upJi(up)] (13.51)

2=V = T ) — ()]

For 5=0 this reduces to (9.1), the case of a solid cylinder.

13.6 Power dissipation

The time averaged power dissipation is (see page 59, (3.102)),

I2 V2
< P>= 2 Re(Z) =~ Re(1/2),W (13.52)

For the power dissipation in a hollow tube, substituting for the
impedance (51) gives

(13.53)

< P>= H’brp W

Jo(ua) - Jo(ub) 2 'U'bjl(ub) - 'U'ajl(ua)
To(un) W&[ To () — To(ws)

where H , 1s the applied field in A/m.



Chapter 14
Magnetic field penetration into a copper tube:
experimental measurements

14.1 Introduction

This section presents experimental measurements of magnetic field penetration through
the walls of a conducting cylinder. The field was produced by a solenoidal wire coil
wound on a plastic tube, which could be slid over a copper tube, Figure 14.1. These
experiments were carried out with the object of comparing experimental measurements
with theoretical calculations for the case of a sinusoidal magnetic field applied parallel to
the axis of a conducting tube. The field was produced by a solenoidal wire coil driven
from a Function Generator HP3325A, a power amplifier Sherwood AX4050R, and an 11
Q, 50 W series resistor (two parallel 22 Q +5%, 25 W resistors) as shown in Figures 14.2,
14. 3, and 14 4.

.......... S solenoid

Plastic tube ”
~ 000000007

L 1

Hall sensor

I S St ]
- DO000000

--------- ;.; PR L L

Copper tube

B



Figure 14.1 The Hall sensor was used to measure the solenoid magnetic fields
either outside (Bp) or inside (B,) the copper or plastic tubes

A
—

L

Figure 14.2 Circuit for measuring the field penetration in a metal tube T. G-
function generator HP3325A4, Amp-Power amplifier Sherwood
AX4050R, A-Solartron DMM 7150+, Rs=11 Q, 50 W, L = solenoidal
field coil, Vg — Hall sensor and Solartron DMM 7150.

14.2 Magnetic field coil details

The flux density at the centre of a solenoid of finite length is [111] p233 Kraus

polNI (14.1)

VA4R? + L?

where / is the current in amps, u = uyu;, where u,- = relative permeability of the tube = 1

B—

in this case, N = number of turns, R, is the coil radius, L, = coil length. The coil
inductance is

L =NBA/I (14.2)

In the experiments, the coil (designated C2) consisted of a 0.3 mm diameter copper wire
wound on a grey plastic tube Tp and fixed with PTFE tape. This could be slid over a
copper tube T4 to produce the required axial field. The number of turns N=153, length
L~=60 mm, diameter D,=34.6 mm. The copper tube, designated here T4, had length

[7=250 mm, diameter d7=28 mm, and wall thickness #,,=1 mm.

The inductance and resistance of the coil wound only on the plastic tube was
measured with an Inductance capacitance resistance (LCR) meter Racal-Dana Databridge
9343M. The results are given in Table 14.1.

Table 14.1 L and R of coil on plastic tube Tp using LCR meter Racal-Dana
Databridge 9343M.



f L R Reverse L Reverse R Ave L

H) @H) (@  (H) @ (uH) Ave R ()
100 400 4.161 401 4.165 400 4.162
1k 396 4.188 396 4.190 396 4.189
10k 388 4466 388 4.457 388 4.462

Substituting for (14.1), coil turns and dimensions gives for /=14 B=2.776 mT,
L=399.3 yH. This dc inductance agrees well with the low frequency measured values
given in Table 14.1. The coil was also measured with a bridge WK B424 at 1 kHz. This
gave L=393 uH, R=4.16 Ohms which also agrees approximately with the databridge
measurement at 1 kHz.

14.2.1 Coil temperature

During extended periods of measurement, the temperature of the coil increased from room

temperature, 20—400C. The temperature was measured about halfway along the coil with a
thermocouple trapped between the coil's plastic former and the copper tube.

14.2.2 DC Test of Coil 2 and Hall sensor

The magnetic field was measured using a Hall-effect IC sensor, UGN-3503U, and a
digital multimeter (DMM) Solartron 7150 plus. Results were obtained using a double
differential arrangement with two back-to-back sensors. The coil 2 was connected directly
to a Farnell Power Supply XA35-2T with integral current and voltage meters. The coil
was empty except for the Hall sensor placed midway inside the coil. The results are
shown in Table 14.2 [112].

Table 14.2 DC Current through Coil 2 and measured Hall voltage using
differential Hall probe

IA) O 01 02 03 04 05 06 0.7 0.8 0.9 1
Vg 462 553 64.6 737 829 922 101.2 1103 1194 128.1 137.6

(mV)

To obtain the magnetic field B2 (14.1) was used. This gives
By=2.7761 mT. (14.3)
The Hall voltage curve fit equation from Table 14.2 and Figure 14.5 is
Vg=91.311 4 46.3 mV . (14.4)



140 T | ' I ' [ ' | ' g4
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Figure 14.5 DC Hall sensor voltage Vi and calculated magnetic field B2 as a

function of coil 2 current. Using MSR Hall probe and 6 V power
supply, B2 from (14.3). All currents and voltages are dc.

Substituting for / from (14.3) gives
Vr=32.96B5 + 46.3 mV B2=0.0304Vy — 1.4076 mT (14.5)

For example, if /=0.6 A, V=100 mV, then By = 1.63 mT agreeing with Figure 14.5.

This gives the sensitivity of the Hall measurement to be 32.96 mV/mT and the magnetic
field sensitivity as 0.0304 mT/mV.

For a single Hall device used, UGN-3503U, the data sheet gave the sensor sensitivity
dV as minimum = 0.75, typical = 13, and maximum = 17.2 mV/mT. We used two sensors
in a differential connection, which yielded 2dV=32.96 mV/mT, which is close to the
manufacture's max data of 34.4 mV/mT. Note that in Figure 14.5 there is a relatively large
Hall offset voltage Vg(0)=46.36 mV for zero current. This is absent in AC measurements.

14.2.3 AC test of coil 2 and Hall sensor: no copper tube

In this case, coil 2 was driven from a sinusoidal source, as shown in Figure 14.2. This
consisted of a function generator FG (HP3325A) connected to the ‘Right’ phono input of



a stereo power amplifier PA (Sherwood AX4050). The ‘Right’ output of this was
connected to a series resistance of 11 Ohms, SOW. This consisted of two 22 Ohms 5%,
25W power resistors connected in parallel and mounted on a heat sink, as shown in figure

14.3.

Figure 14.3 Experimental arrangement for the measurement of coil two
magnetic field. Shows the Sherwood Stereo amplifier, power supply,
series resistor and copper tube, and plastic tube supporting the
solenoid. The Hall sensor is shown on the bottom rhs. This could be

slid into either the copper or plastic tubes.

Coil 2 was connected to one side of the power resistor and the PA ground. The coil
current and Hall voltages were measured with Solartron DMMs, Sol +, and Sol,
respectively. The magnetic field was measured midway in coil 2 with no copper tube,
using a purpose-made differential Hall sensor with 6 V P/S and an inductor sensor
adjacent to the Hall sensor, Figure 14.4.

Figure 14.4 Photograph showing dual differential Hall sensor and axial
inductor sensor mounted on PCB strip. The PTFE covered plastic
discs allowed the probe to be positioned into the centre of the coil or
the copper tube.



14.2.4 Inductor magnetic field sensor

This is a commercial axial lead inductor, Painton 69.47, 1 mH length 8.5 mm, and 3.22
mm diameter. This includes magnetic material, presumably ferrite. The low-frequency L
and R were measured using the databridge LCR meter and the results listed in Table 14.3.

Table 14.3 Axial lead inductor, Painton 69.47, 1 mH. L and R measurements
using databridge LCR meter

f(MHz) LuH) RQ Revers L (uH) Revers RQ  Ave L (uH) Ave RQ

100 1050 55.71 1040 55.73 1045 55.72
1k 1037 55.74 1036 55.74 1036 55.74
10k 1033 55.86 1032 56.0 1032 55.93

The results obtained are shown in Figure 14.6. These were obtained with an FG output
of 2 mV, frequency /=1 kHz supplying the right phono input of the PA. The output current
of the PA was adjusted with the PA volume control, and the current was monitoring with
the DMM.
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Figure 14.6 AC measurements of the magnetic field in the centre of coil 2 using
a differential Hall sensor and Inductor sensor

The Hall voltage curve fit, equation from Figure 14.6, is

Vy=92.7I +0.0163 mV, (14.6)

where 7 is in Amps and Vg in mV and both are rms values. Assuming that at this
frequency the field is still given by (14.3) (since the inductance measured at 1 kHz is
close to the calculated value using B2), then

Ve=33.39B3 + 0.0163 mV By=0.03Vyg mT (14.7)

This gives the sensitivity of Vg to B as 33.39 mV/mT and B to Vg as 0.03 mT/mV.
Figure 14.7 shows the good agreement obtained for B2 determined from Vg

measurements and B2 calculated from the current in the coil.

Magnetic field calculated from RMS current and measured VH for coil 2

b2ac2c.ep
4 I I : | : I T n 300
T e B2 =2.7761 mT 7]
= ee— ¥, Hall sensor
- G——=F1 ¥, Inductor sensor ]
3
200
- B
) .
i~ ::':H
o T
1 100
|
0

0=
0
All currents and voltages rms at 1 kHz
[ (mA)

400

Figure 14.7 Comparison of ac magnetic field measured at 1 kHz using the Hall
sensor and magnetic field calculated from the current in the coil.



Also shown is the inductor sensor voltage VL.

14.2.5 Axial sinusoidal B field applied to copper tube T4

These measurements used the same experimental arrangement as that described
previously. In the present experiment, coil 2 was placed over the copper tube T4, and the
frequency was varied for constant coil current.

The results obtained are shown in Figures 14.8 and 14.9. These were obtained with an
FG output of 2 mV supplying the right phono input of the PA. The output current of the
PA was kept constant to within less than 1% at each frequency by manually adjusting the
PA volume control and monitoring the current in the DMM.

Hall field measurement and Transmission coefficient T for Cu tube T4
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Figure 14.8 Hall voltage as a function of frequency with the Hall sensor
positioned mid-way in Coil 2, with and without the copper tube T4.
The current was maintained constant at 1 A within less than 1% for
each frequency. Also shows the transmission coefficient T.



Hall and Inductor voltages for Cu tube T4
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Figure 14.9 Hall voltage Vfy and inductor sensor voltage V|  with copper tube
present (in) and copper tube absent (out)

14.3 Field transmission and screening factor

The field transmission coefficient (7) is defined by the ratio field inside tube over Field
outside tube. Thus,

B(a) (14.8)

"= Bw)

where B(a) is the field at the tube inner surface » = a and B(b) is the field at the tube outer
surface » = b.
Also of interest is the screening factor

B(a) (14.9)

The fraction of the field penetration between the inner surface of the tube and a point
radius r in the tube is 7). = B,/Bp,.



The transmission coefficient 7 and screening factor S for Cu tube T4 are shown in
Figure 14.10. These were obtained from Figure 14.8 and (13.26), p. 185.

Transmission T and Screening factor S for Cu tube T4

1.00 T T TTTTT] T T TTTTT] —r rr1rrml.2

i_ S

0.75—

- —0.9
~ L 1=
T 4 &
v | o
= 0.50— 1 5
g g
= - Il_u'm:-'li_rnln Bessel fns F=8 /B, —0.6 ;
%u e {-_: f: Vo - g
3 025 = 1 E
o - =
- - E

- 0.3 |

n -
L Ll Ll Ll
10 100 1,000 10,000

f(Hz) bhn2e 2ep

Figure 14.10 Transmission coefficient T and screening factor S for Cu tube T4.
From Figure 14.8 and the theoretical T from (13.26), p. 185

14.4 Field errors

The experimental result for the transmission coefficient 7 differs from the theoretical
result as shown in Figure 14.10. In these measurements the tube length was much larger
than the solenoid length. Hence, the field at the end of the solenoid had a vertical
component. The relationship between the horizontal susceptibility (4) component and
vertical susceptibility component (v) is [12]

Xh = le (14.10)
2
1 (14.11)
Hh — 125(:“11 - 1)

The mean permeability is (13.46)



Buy (14.12)

By
Hence,
B, :2ﬁ 1 (14.13)
By By

The Hall device was positioned in the centre of the coil close to the surface, so it
detected the field parallel to the surface. This field was constant and uniform across the
diameter of the coil. The vertical field at the solenoid end was also probed using the Hall
sensor and found to be only a few percent of the parallel field inside the solenoid. The
theoretical result depends on Bessel functions and their derivative (see (13.26), p. 185,
and the MATLAB® program below). Also, the tube radii a and b are close to each other,
so any small differences may cause large errors in the theoretical results.

14.5 MATLAB® program for transmission coefficient, 7

Note: The! symbol substitutes for the percentage symbol used for comments in
MATLAB®.

'Btube.txt Matlab analysis of tube flux penetration. format short e !for x =
linspace(.0001,.004,50) for x = logspace(1,4,100) t=x; w=2*pi*f; muo=pi*4e-7; mur=1;
mu=muo*mur; rho=1.7e-8; 'ohm m. b=14e-3; !tube od radius, m. a=13e-3; !tube id
radius, m.

Joa=besselj(0,ua); Job=besselj(0,ub);

Jla=besselj(1,ua); J1b=besselj(1,ub);

Noa=bessely(0,ua); Nob=bessely(0,ub);

Nla=bessely(1,ua); N1b=bessely(1,ub);

dJ1=J1b-J1a; dN1=N1b-Nla;

BaN=(Noa*dJ1+Joa*dN1/(Nob*dJ1+Job*dN1); !Ba inside hollow tube BaN=Ba/Bb
BN=Joa/Job; !Solid tube BN= Ba/Bb !See equation 13.26, p185. muave=(2/ub)*J1b/Job;
lave perm mu=Bave/Bb

disp([x abs(BaN) abs(BN)]) !disp([x real(BIN) imag(BIN) real(BN) imag(BN)])
!disp([x abs(muave)])



end



Chapter 15
Impedance measurement techniques

15.1 Introduction

In skin effect measurements, the impedance may be very low particularly at frequencies
in the audio and power range, where the ac resistance can be less than a milliohm, and
accurate measurements become difficult to achieve [119]. Hence, in order to validate the
skin effect theory based on impedance measurements, sensitive instruments are required.

Some of the earliest impedance measuring techniques used the principle of the
balanced bridge as used for resistance measurements. This also included the transformer
ratio arm bridges as used by Wayne Kerr in the ‘Universal Bridge” B224 (200 Hz to 50
kHz) and the RF Bridge B601 (15 kHz to 5 MHz) [116]. The bridge techniques require
laborious balancing but can be very accurate and are commonly used in the laboratory for
precision measurements.

For direct variable frequency measurements of L, C, and R, techniques are required
that measure the vector current through the device and vector voltage across it, Z = V/I.
This is referred to as the 7, J method of measuring the complex impedance of a device
from which L, C, and R may be determined. For high-frequency measurements above
about 1 MHz, the reflection and /or transmission coefficient parameter values may be
measured and related to the impedance of the device under test as in the HP 4191A and
Agilent 4395A Network Analysers. Further details about these techniques may be
obtained from the Impedance Measurement Handbook [117,118].

15.2 Recent developments

During the past few years, there has been an increase in the development of novel
impedance measuring techniques. This has been largely stimulated by clinical
applications in the fields of bio-impedance and impedance tomography. This includes a
high speed bio-impedance spectrometer based on a Field Programmable Gate Array
(FPGA) [121], fast impedance measurements using curve fitting algorithms [122],



impedance measurements using a digital signal processor (DSP) [123], detection of
magnetic fields attenuated by the skin effect using a DSP [124], a high speed impedance
measuring system based on information filtering demodulation [125], Complex
impedance measuring system based on the / — — V method [126], genetic algorithm
method [127], impedance spectroscopy using broadband excitation [128,129], impedance
measurements using a gain phase meter (GPM), [104] and impedance measurements
using the three voltmeter method (3VM),[130,131]. Although at present the GPM
technique relies on bench instruments, further developments are possible using the single
chip RF/IF Gain and Phase detector system AD8302 [133], which should permit low-cost
measurements of impedance in the field for frequencies up to 2.5 GHz. The introduction
of a high-precision impedance converter chip, which includes a programmable tunable
frequency generator with a 12- bit, I MSPS (AD5933) or 250 kSPS (AD5934) analog-to-
digital converter is also leading to impedance measurement field applications [132].

15.3 GPM technique

In addition to the other techniques described above, a GPM technique was also employed
here to measure impedance as a function of frequency. This was particularly useful for
the low-frequency skin effect, where the resistance may be less than a milliohm. Novel
software routines were produced to extract the complex components of the impedance
from the signal amplitude and phase. The technique is fully described in Raven [120].
The paper initially presents an analysis of the technique, followed by details of the de-
embedding procedure. A separate alternative circuit and analysis are described for the
measurement of capacitive impedance. The results of the experimental measurements are
divided into two parts: firstly, measurements over a continuous frequency range 100 Hz
to about 10 MHz using reference samples, which demonstrate the accuracy of the
technique. The reference samples included R, L, and C components and reverse-biased p—
n junctions. The latter was obtained at 1 MHz with an amplitude of 15.5 mV rms,
sufficiently low to only slightly modulate the depletion region. Finally, results were
presented that show that the technique is sufficiently sensitive to measure the skin effect
in a short copper rod at audio frequencies to about 10 MHz. These results are found to
compare well with theoretical analysis using Bessel functions, including the possible
detection of the internal inductance of the rod, which is significantly less than the
external inductance.

15.3.1 Measurement system and procedures

The test system used a HP3575A GPM, Fig.15.1. This includes two independent input
channels 4 and B with sensitivity of 0.2 mV to 20 V rms in two ranges, frequency
response of 1 Hz to 13 MHz in four overlapping ranges. The input impedance of each
channel is 1 Megohm in parallel with less than 30 pF. The results reported here were
obtained with the instrument set to 0.2 mV to 2 V on both channels, frequency range 1



kHz to 13 MHz, Amplitude Function B/A and Phase reference A. In the B/4 mode the
instrument measures the relative amplitude Log(B/A) of the two input signals over a
display range —100.0 dB to +100 dB and resolution 0.1 dB. The phase measurement
range was —180° to +180° with 0.1° resolution. The GPM was set such that the analog
output 1 corresponded to B/A with dc voltage 10mV/dB. Analog output 2 corresponded
to the phase difference between 4 and B with dc voltage 10 mV/°.

IEEE
PC

FG

Figure 15.1 Measurement system. PC-computer with IEEE interface, FG,
function generator, PA, power amplifier; GPM, gain phase meter. G
and ¢ are DMM's measuring dc outputs from GPM proportional to
VB/V 4 and phase, respectively.

The signal source was obtained from a function generator (FG) HP3325A
controlled by a computer (PC) via an IEEE GPIB interface as shown in Figure
15.1. The output of FG was applied to a purpose built power amplifier (PA).

15.3.2 Equivalent circuit

The general equivalent circuit for the impedance analysis is shown in Figure 15.2. V,, Z,,
are the voltage and impedance of the signal generator source. Z4 and Zp are the input
impedances of the GPM input channels. Z is a reference impedance and Z, the unknown

device impedance. In this figure GPM represents either a specific instrument or a
dedicated IC such as the monolithic dual logarithmic amplifier AD8302.



Figure 15.2 Equivalent impedance analysis circuit

The voltage at node 4 is

Va _ ZA//(Z8+ZB//Zm) (15.1)
Vo N zo + ZA//(Zs + ZB//Zm)

The voltages at nodes B and A determine the transfer coefficient G = Vp/Vy4
measured by the gain phase meter (Figure 15.3). This is given by

Vg Zg//Z, (15.2)

G— = =
VA Zs + ZB//Z:E
G ZpZ, (15.3)
72,25+ Z,Z, + ZpZ,
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Figure 15.3 Frequency response of transfer functions. In this example the value
of the components was: Rg = 30, Ry, = 1Q, Ly = 10mH, L, = ImH.

This equation may be simplified if we make Z; < Zpg. Then,

Z, (15.4)

C=z.+z

Expanding the complex impedances leads to

G _ R,Ry + X, X1+ j(X, R — X1R;) (15.5)
R+ X?
where
Ry =R, +R,, X;=X,+X; (15.6)

The GPM measures the amplitude |G| = V4/Vp and phase angle ¢ between Vg and
V 4. Thus the real G,. and imaginary terms G}, amplitude |G| and phase angle ¢ are

(15.7)

R.R XX X;Ri— R, X 1 G;

Gr: L 17 i — L 17 |G|: G%#—G%,qb:tan L=
R% + X2 R? + X2 G,

If we assume that the reactive terms X, and X are the only frequency dependent
components, that is, R, and R, are frequency independent then the frequency response of
the amplitude and phase depend on functions of the form

For the skin effect case R, also depends on frequency. Hence,

| G |= Fi[R.(f), X2 (f), Xs(f)], ¢ = Fa2[Ro(f), Xo(f), Xs(F)] (15.9)
The impedance of the unknown is then given by rewriting (15.3) as follows:
7 Z,G (15.10)
Y1 G(Zs4Z,)
Zg

If we make Z; < Zp or Z,, K Zp then

Z,G (15.11)
1-G




In the MATLAB programme used to determine the impedance of the DUT the full
(15.10) was used.

15.3.3 De-embedding

De-embedding was carried out as follows. With reference to Figure 15.2, the device to be
measured is connected between terminals B and E, and the transfer function G and ¢ are
measured. The device is replaced by a short circuit, and the measurements are repeated.
With no device connected, the open-circuit impedance is Z,. = Zg, where Zp is the input

impedance of channel B of the GPM. The final unknown impedance is then given by

Z,G Z,Ge (15.12)

Zy = -
]-_G/Goc 1_Gsc

Thus, the unknown impedance Z, is given in terms of the measured transfer function
for the unknown device G, short circuit G, open circuit G, and the series impedance
Zy.

Results obtained using this GPM method are shown in Figures 15.4(a) and 15.4(b).
The GPM accuracy using series impedance: R¢=3.32, L;=48 nH was better than 2% for
the resistance measurements in a range 0.2—10 Ohms, frequency range 200 Hz to 1 MHz.
For the inductance measurements, the accuracy was better than 10% over a range 1 uH to
20 uH, frequency range 1 kHz to about 0.5 MHz. Full details are given in Raven [120].

This includes skin effect measurements and using the technique to measure capacitors
and diodes.
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Appendix

A.1 Bessel's modified equation

For problems such as ac magnetic fields or current flow applied parallel to the z-axis of a
conductor, we obtain partial differential equations of the form [76]

%Y Y . 4,
52 +TE —im*Yr =0

2 (A1)

where Y = f(r), r the radius of the cylinder and m is a constant. Now Bessel's equation with
argument # and order v may be written as follows [78]:

uzg% +udl + (u? —v?)Y=0 (A2)
The general solution of this equation is
Y(r) = AJy(u) + BN,(u) (A.3)

where 4 and B are constants to be determined by the boundary conditions, J,,(«) and N,(u) are

Bessel functions of the first and second kind, respectively, with argument u and order v. If in
(A.2), we substitute u = rmzj+/j with v=0, then (A.1) is obtained showing that equation (A.2) is
a modified, zero order (v = 0) Bessel function. J,,(u) is obtained from a series solution of the

Bessel equation

o 1 u/2)? u/2)* u/2)8 (A.4)
Jo(w) = (uw/2)" 157 = 1!((v/+)1)! + 2!((v/+)2)! - 3!((v/+)3)! o
i/ cos(nf — u sin (A-5)
-2 /0 (nf 6) do
Ju(u) cos v — J_(u) (A.6)

Ny(u) =

sin nw

N,(u) is the Neumann function or Bessel function of the second kind. For non-integral v, this

function satisfies Bessel's equation. However, if v is an integer, then the Neumann function is
indeterminate and leads to non-physical solutions. It turns out that Neumann functions are not
applicable for problems that involve the origin, such as axial ac currents or axial magnetic



fields. Hence, for these problems we only require Bessel functions of the first kind, J,,. The
solution to (A.1) is therefore

Y(r) = AJ,(u) (A.7)

The Bessel functions of the first kind, order zero and order one respectively are given by

u/2)?  (w/2)* (u/2)° L u/2)%™ A8
Jo(u)zl_(/g +(/2 _(/z +:Z(_1)m(/)2 ( )
aw’ @)’ @) = (k)
Cu (w2’ (w2’ (uw/2) RS m (u/2)" (A.9)
A =5 St oE e T 4 )
These two orders are shown plotted in Figure A.1.
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Figure A.1 Plot of zero order and first order Bessel functions, J,(x), J(x),
respectively, using MATLAB

A.1.1 Kelvin functions

Equation (A.8) can be re-expressed in terms of Real and Imaginary complex components,
referred to as Kelvin functions. The zero order Bessel function is then

Jo(u) = R, (u) + 73T (u) (A.10)
Substituting for u = rmj4/7 in (8.5) gives

), (mr/2)" _j(mr/2)6 (A.11)
(2)* (3)*

Jo(u)=1+ j(mr/2)



Separating out the real and imaginary complex components gives the Kelvin functions

R, () = berg(mr)=1 — 7/ 2, (/2 (/)" (A.12)
° ° P @ @)
2 (mr/2)°  (mr/2)" (A.13)

JJ,(u) = beiy(mr) = (mr/2)

() (51

The Kelvin functions are shown plotted in Figure A.2.
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Figure A.2 Plots of Kelvin functions and real and imaginary Bessel functions from
MATLAB

Bessel functions of the first and second kinds with complex argument, that is, hyperbolic
Bessel functions, are frequently expressed in terms of Kelvin functions /,; and Kj;, respectively

[6,76,79]. In this work we use the series solutions form for calculations involving MATLAB®
and the Kelvin form for comparison with electrical equivalent circuits.

A.2 Properties of Bessel functions

The following formulae provide some useful relationships between Bessel functions which are
found in many textbooks [73,78].

Jom(u) = (=1)"Jm(u), m = integer (A.14)

(A.15)




A _ gt (A16)
Pl 7 ) — (A1)
/ o (w)du = u () (A1)

/ Ty (w)du = —J,(u) (A.19)

/0 " Tw)du=1 — J,(u) (A.20)

/ uJ? (u)du = %2[J3(u) + J2(u)] (A.21)

In these cases Z;,(u) = J,(u) or Ny(u), the Bessel function of the 2nd kind (Neumann
function).

D) 2 (w) - Zu(u) (A22)

/ Zy(u)du = —Z,(u) (A.23)

/ wZ(u)du = uZ: (u) (A.24)

[ w22 au = (2w + Z2w) (A25)

/ uZ,(u)du = %2 (Z2(w) = Zn1.(w) Znia (w)] (A.26)

A.3 Power integral

The integral in the power dissipation (6.3) and (6.7) requires solutions of the normal current
density J(r) and its complex conjugate J*(r).

For the good conductor, the complex conjugate current density is J*(r, £) = J,e /. The field
distribution is obtained from Maxwell's equations, which yields the diffusion equation V2/* = —
Jjm2J* where m* = wuo. 1 and o are assumed constants. This may be expressed in cylindrical co-
ordinates, assuming again that J* does not vary with 6 or z:



o%J*  aJ* (A.27)

2 27 2

r 52 —l—rar + gm°J*r°=0
Comparing this with Bessel's equation order zero
0%J* aJ* (A.28)

2 2 2 7%

U +u + usJ *=0
2 Oul 2oul 7

where

u% = r’m?j, uy = rmjl/2 (A.29)

Previously, for the normal current density .J we obtained u = rmj>'> = u] say.

The solutions of Bessel's equation are expected to be orthogonal [6], provided appropriate
boundary conditions are satisfied. In the case considered here, » = a, the radius of the cylinder is
one boundary, and =0 is the other. Bessel's equation then becomes

d*Jo(u1)  dJy(u1) u? (A.30)
T = + I + - Jo(u1)=0
d?Jo(uz)  dJy(u2) u3 (A.31)
r = + I + W Jo(u2)=0
where
up = mrj*?, uy = mrjt/? (A.32)

Note that here the general solution is J(r) = CJ,(u). Hence, J(r) can be replaced with J,(u)

because C is a constant. By using the differential product rule, the above two differential
equations can be written as follows:

d [ dJ,(uy)] u? B (A.33)
% -7' d’r ] + (7 JO('U/1)—0
d [ dJ,(uz)] u% B (A.34)
dr _T dr | + ( r Jo(u2)=0

i T 2 A.35
Jo(ug)% rd‘];(:l) + (%)Jo(ul)Jo(UZ):o (A.35)
i T 2 A.36
Jo(ul)% ”dJZ(TW) + (%)JO(W)JO(M):O (A.36)




2,2
Subtract, noting that % =2jm

) g [ | gy g [ | i ) w0 A
Integrating from r=0 to r = a,

(A.38)

/O ) 2 {r 2olw) ] dr / ) {r 2ola) } dr=2jm? / () o(ua) dr

Integrating by parts (Juvdx = uv — [u'vdx) gives for the left hand side

/ Jo(uz)i{rdjo(ul)] dr = Jy(us) [TM] - [ A [rd%w] L (A39)

ar | dr dr
/Jo(ul)% {r dJ;(:z)] dr = J,(u1) [rd‘]‘c’i—(:z)] —/ Joc(;1) {7’ dJ;(:z)] ar 440

Subtracting, the right hand sides cancel. Hence, inserting limits gives the power integral

gjm [ riutun)daur) dr = [ranfun) 5| e | A4

o dr o
Now
ddo(u1) _ ddo(wr) dur 5 B 3/2 (A.42)
dr  duy dr My Jo(ur) = —mj i (w)
dJo(U2) dJo(Uz) d’LL2 .1/2 .1 (A43)
= = J, — —mill2J
dr dus dr m /(u2) i 1(u2)
a @ (A.44)

— [mjlprJo(ul)Jo,(uz)

o o

2jm? /Oa rdo(ur)do(uz) dr = [mj?’/z'r'Jo(uz)Jo,(m)]

This equation agrees essentially with Werner p. 207, for v=0, r = x.
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